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Annomauusn. Beedenue. Axmyanvrocme Hacmoswe2o UCCIEO08aHUA ONpedensemcs npoyeccom
BHEOPEHUsL UCKYCCMBEHHO20 UHMENIEKMA 8 COYUANbHO-IKOHOMUYECKUE NPOYECCh, CONPOBONCOAIOUUECS]
NOBbIUEHHBIM BHUMAHUEM K IMUYECKUM ACHeKMAM U OYEHKAM PUCKO8 e20 UCNOb308aHus. Onupascs Ha
HOPpMAMUGHYI0 Meopuro — dSMuKy 3a00mvl, d6mMopsbl NONbIMAIUCH BbIAICHUMb KAKUM 00pA30M MEXHOL02UsA
UCKYCCMBEHHO20 UHMEIEKMA MOXCem OblMb UCNONb308AHA OISl NOMOWU YA3BUMOU epynne HAceleHUs, 8
0cobeHHOCMU NOJCUTBIM T100sM. Mamepuanst u memoosl. B xauecmee memooonozuu uccie0o8aHus.
83AUMOOUCIMEUS YeNl0BeKA U MEXHONI02UU 8 chepe MeOUYUHbL U COYUATLHOU NOOOEPHCKU UCHONb3YEMC S
amuka 3ab0mei, a maxdce KoHyenyus  «L[eHHOCMHO-OpPUEHMUPOBAHHOZO0 — NPOEKMUPOBAHUS,
yenmpuposannozo 6okpye zabomwiy (Care-Centered Value-Sensitive Design, CCVSD), oyenusaiowas
coyuanbHble nNoOcre0cmeusi HeopeHusi mexuonocuil. Pezynomamol u  obcyycoenue. B pabome
8bidensiemcss 08d OCHOBHBIX BUOA UCKYCCMBEHHO20 UHMENLEKMA KAK UHCPYMEHMA U HOMOWHUKA!
BCNOMO2AMENbHASL ACCUCIMUBHAS POOOMOMEXHUKA U MOOUTbHBIE NPULONCEHUS, Yam-DOmbl, 8KA0OUAIOUjUe
@dynxyuio cucmemvl noodeprcku npunsmusi epauebnozo peuwenus (CIIIIBP). Aemopvl npuxoosm x
8b1600Y, UMO HApPsAO0Y C NpeumMywjecmeamu eHeopenus areopummos HU, maxux xax noegviuieHue
agpghexmuenocmu  OuasHoCmuKyu 3a0601e8anuti, NOMOWb 6 MOHUMOPUH2Ee KOZHUMUBHO20 COCMOSHUSA
ROJCUNBIX T100€l, cywecmgyiom u onpedenenuvie pucku. Ommeuaemcs, ymo ympama 4eio8edeckoo
gaxmopa, Oenecuposanue mMexXHONO2UAM @DYHKYUU NOOOEPAHCKU U YX00Ad 3A Hel08EKOM MOHCEm
0e2yManu3uposams OaHHYI0 00AACb, KOMOPAs OCHOBAHA 6 MOM YUCIe HA SMIAMUU U 008EpUl.
Tlooueprusaemcs, ymo 0osepue Modxcem HOOPLIBAMbCS U3-3d IMUYECKOU NPeOB3AMOCHU UCHOLb3YEeMbIX
AneOpUMMO8,  HAPYUWIeHUs. KOHQDUOEHYUATbHOCU, —YMeUYKU NePCOHANbHLIX — OaHHbIX, NpOOIeMbl
Odesungopmayuu, nodgedeHUe Umo208 No HesepHOMY alecopummy. 3aknwuenue. Aemopul 3axnouarom,
umo OANAHC MeHCOY MEXHONO2UAMU U HYeN08eYeCKUM ONbIMoM Npedcmasisiem CcoOO0U BAHNCHYIO
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Abstract. Introduction. The relevance of this study is determined by the process of introducing
artificial intelligence into socio-economic processes, accompanied by increased attention to the ethical
aspects and risk assessments of its use. Based on the normative theory - the ethics of care, the authors
tried to find out how artificial intelligence technology can be used to help vulnerable groups of the
population, especially the elderly. Materials and methods. The ethics of care, as well as the concept of
"Care-Centered Value-Sensitive Design" (CCVSD), which assesses the social consequences of the
introduction of technologies, are used as a methodology for studying the interaction of man and
technology in the field of medicine and social support. Results and discussion. The work distinguishes
two main types of artificial intelligence as a tool and assistant: auxiliary assistive robotics and mobile
applications, chatbots, including the function of the medical decision support system (MDSS). The
authors conclude that along with the benefits of implementing Al algorithms, such as increasing the
efficiency of disease diagnostics, helping to monitor the cognitive state of the elderly, there are also
certain risks. It is noted that the loss of the human factor, delegating the function of support and care for
a person to technologies can dehumanize this area, which is based, among other things, on empathy and
trust. It is emphasized that trust can be undermined due to the ethical bias of the algorithms used,
violation of confidentiality, leakage of personal data, the problem of misinformation, summing up the
results according to the wrong algorithm. Conclusion.The authors conclude that the balance between
technology and human experience is an important component of the successful development of healthcare
and social support, and Al technologies should only complement care and concern for a person, and not
replace it.
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Introduction. As society's historical and political development has unfolded, specific
population groups with varying degrees of vulnerability have emerged. Due to their physical or
mental characteristics, these groups are unable to fully realize their rights and freedoms equally.
Our research focuses on the elderly population and the provision of assistance to this group, as
the trend of demographic aging influences the development of policies and programs at all
levels.

The integration of digital technologies into everyday life, the development of companion
robots and mobile apps based on artificial intelligence, and their integration into the moral
context are forcing a reconsideration of human-machine interaction. The question arises as to
whether the constantly evolving machine algorithms being implemented can provide
technological care, helping vulnerable groups. Research into the integration of artificial
intelligence into socio-economic processes is accompanied by increased attention to the ethical
aspects and risk assessments of its use.

Drawing on normative ethical theory — the ethics of care — an attempt is being made to
understand digitalization and the use of social robots and Al algorithms as assistants. This theory
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is relevant in this context, as it takes into account the principles of perceiving individual
circumstances (cultural characteristics, health status, and family status) and creates more
comprehensive support for vulnerable groups, particularly the elderly.

However, the risks and consequences associated with the implementation of these
technologies must be considered, ranging from questions of bias in algorithmic decisions to
ethical considerations in elder care. The article places particular emphasis on the understanding
that while AI algorithms are being improved, they remain merely a tool that can significantly
make life easier, but they are no substitute for human connection and empathy.

Materials and methods of research. This article uses a normative theory — the ethics of
care by K. Gilligan and D. Tronto — as a methodology for studying the interaction of humans and
technology in the fields of medicine and social support. This methodology focuses on the
individual characteristics and needs of people, emphasizing the uniqueness of each situation,
thereby excluding moral imperativeism within the framework of deontological ethical theory.
The concept of "Care - Centered Value-Oriented Design" (CVD) also serves as the
methodological basis for the article. Value - Sensitive Value-Sensitive Design (CCVSD),
developed by A. van Winsberg, combines the approach of the ethics of care and the classical
version of VSD (Value-Sensitive Design) theory. Value-Sensitive Design (VSD) as an approach
improves technologies based on human values and also evaluates the social consequences of
technology implementation. General scientific methods of analysis and synthesis allowed us to
formulate the theoretical basis of the study. In particular, an analysis of scientific publications on
the ethics of artificial intelligence allowed us to synthesize conclusions about the promising
opportunities and contradictions of the new sociocultural reality.

Results and discussion. The development and conceptualization of the concept of
"Ethics of Care" began in Carol Gilligan's work "In a Different Voice: Psychological Theory and
Women's Development" [1], and continued to be developed in the works of Nel Noddings, Sarah
Radek, and Joan Tronto. It is no coincidence that this theory was developed within the
framework of feminism; its researchers substantiated the inconsistency of the moral and
philosophical tradition, which originates in antiquity and is predominantly masculine in nature.
The established character reflects the experience of male identification in European culture and
represents a universal standard of classical ethics, while ignoring women's moral experience. In
this regard, the ethics of care is called upon not to overcome the classical tradition, but to
significantly complement it and make it more comprehensive. Gilligan identifies discrepancies in
moral positions based on the development of male and female identities: male development is
focused on personalization, autonomy of the individual and the affirmation of the self without
social attachment, the recognition of a strict hierarchy, and the achievement of the highest value -
justice. Feminine morality is based on affirming a world of relationships. Universal principles
and absolute transcendental ideals are replaced by the uniqueness of situations generated by life
itself in all its manifestations, as well as the needs of others. Isolation and individualism are seen
as a threat to the self. From the perspective of feminist theorists, uniting for the purpose of
promoting the good of another is the fundamental construct for expressing care.

In a general sense, care is a proactive activity aimed at human well-being, a considerate
and caring attitude toward the individual, their values, and their needs. It is important to note the
active, proactive nature of care, based on the recognition of responsibility for the welfare of
others. N. Noddings also notes that the requirement of "understanding the reality of the other" is
considered key to the concept of care. Overcoming the transcendental and absolute nature of
morality, feminist researchers strive to shift the focus to the immanence of life and affirm the
significance of the interconnectedness between people, which is generally characteristic of
modern European ethical concepts. Thus, as O.V. Artemyeva rightly notes, the merit of the
ethics of care is that the concept of "care" first found itself at the center of a moral system and
became the starting point for the construction of moral theory [2, p. 215].
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The ethics of care is becoming a conceptual framework for building relationships within
organizations that prioritize public relations, fostering dialogue, and increasing employee
engagement. This article examines the extent to which the ethics of care can serve as a concept
in the age of digitalization in areas such as healthcare and social protection. Given the
contemporary influence of technology and its integration into the moral context, can the
implemented artificial intelligence algorithms demonstrate care at a technological level, helping
vulnerable groups?

The ethics of care is particularly relevant in relation to vulnerable groups of the
population, who, due to age, health, social status or other circumstances, are at risk of finding
themselves in difficult life situations. They are particularly in need of increased attention and
support from the state and society. The concept of "vulnerability" is usually closely associated
with such phenomena as "victimhood", "deprivation", "social dependence", which contradict
idealized notions of the legal security of the individual, who is the core of the global community.
[3, p. 4] According to the definition given by the WHO, "vulnerable groups of the population"
are any group or part of society with a higher risk, compared to other groups or the rest of
society, of being subjected to discriminatory measures, violence, becoming victims of natural
disasters or economic crises [4, p . 14].

The European Commission defines vulnerable groups as “groups that are more exposed
to the risks of poverty and social exclusion than the general population” [5, p. 2], primarily older
people, people with disabilities, certain categories of women, migrant workers, refugees, national
minorities and indigenous peoples, for whom universal principles and morals do not work, and
targeted assistance taking into account individual characteristics and capabilities is necessary.

The results of the multifaceted work of care ethicists have found wide practical
application in medicine, public organization, and international relations. Experts in the field of
care ethic participate in discussions on euthanasia, medical ethics, and the legal codification of
relevant norms, develop social and educational programs aimed at creating a comfortable
society, and implement projects to provide economic support to people caring for the disabled,
the elderly, and children.

Based on research by A.V. Kovaleva and D.A. Bodnar [6, p. 55], vulnerable groups often
face a range of non-medical problems in inpatient settings: limitations in independence due to
age-related issues, difficulties with mobility, communication with others, and access to social
services, as well as emotional and psychological difficulties associated with feelings of
worthlessness, depression, and anxiety. In this case, the ethics of care are particularly context-
sensitive, drawing on principles of perceiving individual circumstances (cultural characteristics,
health status, family status), to provide more comprehensive support.

However, providing timely assistance to vulnerable groups, taking into account
individual characteristics in the face of limited economic opportunities, requires optimizing
many processes in the social sphere. Particularly in medicine, human resources are often in short
supply, and in certain non-standard situations, such as the COVID-19 pandemic, this has led to
burnout among medical personnel. It is also necessary to consider demographic factors such as
the aging population, which will further increase the number of elderly people requiring medical
care and assistance. These problems are partially addressed through the implementation of digital
technologies, Al algorithms, digital agents, and social robots, which are transforming traditional
modes of interaction in the social and medical spheres and forcing a reconsideration of
traditional approaches to solving social support problems.

In our work, we identify two main types of Al as a tool and assistant in medicine and
social services for vulnerable populations. The first type includes assistive robotics, represented
by robotic assistants (social robots) — a new generation of service robots that share a "living
space" with people and interact directly with them. Their distinctive feature is the ability to
perceive the environment and people using sensors and intelligent algorithms, communicate
multimodally with users, navigate autonomously, and make independent decisions. [7, p. 50].
The main uses of these robots are to assist the elderly and their caregivers with everyday tasks
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(maintenance), health monitoring, communication support, and act as caregivers, nannies, and
personal assistants. The second type of device that uses Al algorithms are mobile apps and
chatbots, including medical decision support systems (MDSS), which enable accurate
diagnostics based on the analysis of large volumes of medical data. Machine learning algorithms
can identify hidden patterns and predict possible diseases, even at different stages of
development.

For the past few decades, researchers have been researching the implementation of
assistive robotics to help older adults in nursing homes. [8] Using Joan Tronto's care ethics
theory and the care-centered value-based design (CCVSD) approach, researchers have evaluated
the interactions between older adults, caregivers, and social robots in nursing homes. The
CCVSD methodology is based on value-sensitive design, which argues that technological
products should align with and support human values, particularly the design of care robots in
healthcare settings [9]. According to Shuai Yuan, the algorithms and programs of social robots
can take into account patient history, create a patient-specific roadmap, and be flexible for
different treatment scenarios and needs [10]

Companion robots help seniors overcome age-related challenges without the physical
presence of others, providing medication reminders, helping with exercise, and, in an emergency,
calling emergency services and loved ones. Companies such as ElliQ , NEC Corporation, and
OriHime are implementing robots with communication capabilities for seniors and to prevent
social isolation.[11] Melisa Jashinsky [12] in her article describes a pilot test of a social robot
designed to monitor the cognitive state of elderly people at home, with the aim of identifying
mental disorders, which can facilitate the timely initiation of therapy and slow the progression of
dementia.

In Moscow, in the city clinical hospitals No. 67 named after L.A. Vorokhobov, No. 15
named after O.M. Filatov and the N.V. Sklifosovsky Research Institute of Emergency Care,
robotic cats have begun to assist patients and doctors in a test mode. They deliver food and
medical supplies, accompany patients to their wards, and along the way share advice on
maintaining health [13].

The second type of device—=clinical decision support systems (CDSS) based on Al
algorithms—is of particular interest in medicine due to its ability to analyze large data sets,
including a wide array of medical images such as X-rays, magnetic resonance imaging (MRI),
computed tomography (CT), and dermatological photographs [14]. In this regard, chatbots and
medical mobile apps are beginning to play an increasingly important role in medicine. Much new
data is emerging on the effectiveness of their use in healthcare. Chatbots and conversational
agents have been found to be useful in the field of mental health and cancer screening [15]. And
in the fall of 2023, information appeared that ChatGPT (an Al chatbot) helped establish a rare
diagnosis for a child in the United States, after 17 doctors had been unable to identify the disease
and prescribe the correct treatment for three years [16]. For some patients, confidentiality is a
concern during the diagnosis process, and this issue is being addressed through medical apps and
contactless medical services. The ProRodinki mobile app, developed by a group of Russian
scientists, helps pre-determine the nature of body spots and diagnose dermatological conditions
using a computer program without the need for a specialist.

A joint study by Genotek and the HSE Center for Artificial Intelligence demonstrated the
effectiveness of nonlinear machine learning models in predicting genetic risks, paving the way
for more accurate personalization of medical recommendations and therapy, especially in the
context of complex gene interactions (epistases) [17]. Neural network models significantly
improve risk prediction for obesity, type 1 diabetes, psoriasis, and other multifactorial diseases.
Al can improve diagnostic efficiency by working with large volumes of data that humans are
unable to analyze. In one famous case, IBM Watson, a cognitive diagnostic service, detected a
rare form of leukemia in a 60-year-old patient after reviewing 20 million scientific articles on
cancer in just 10 minutes [18].
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However, there is a downside to digital integration: the potential risks of this process
include a reduction in human interaction, which could lead to the devaluation of care as a
uniquely human quality. It is important to strive for harmonious collaboration between the three
parties: patient, medical staff, and machines. Social robots are currently unable to achieve the
necessary level of attentiveness to accurately recognize patients' real needs based on nonverbal
cues and emotional contexts (voice and gesture recognition) [19]. The development and
implementation of social care robots poses risks and ethical issues for older adults and caregivers
due to the sensitive nature of this type of service.

The problem of objectification also arises when an elderly patient who is unable to care
for themselves is viewed not as a rational person, but merely as a "physical body" subject to
various manipulations. Providing patient care and treatment is not limited to diagnosis, physical
care, and assistance with everyday tasks. Social intelligence, which is inherent in humans rather
than robots, implies empathy, providing emotional support in difficult life situations, and
recognizing feelings and emotions also has a beneficial effect on the patient's well-being. Caring
also includes awareness and a desire to help, a key skill required in medicine. Ethicists note that
when emotional support is delegated to devices, apps, and social robots, the risk of "blunting" the
empathy habits of medical staff increases, and patients feel like "data processing objects," which
worsens treatment outcomes. The problem of dehumanization in the healthcare system can
exacerbate the breakdown of the emotional bond between doctor and patient, reduce the level of
responsibility of medical personnel, and threaten the loss of specialized skills by doctors. Dr.
Francis Peabody in his lecture "Care of the Sick" (The care of the patient ") noted the importance
of trust between patient and doctor, which is realized through an emotional connection, empathy,
and care: "The secret of healing lies in caring for a sick person" [20]. While agreeing with the
author, it is important to remember that even with the improvement of technology using artificial
intelligence algorithms, they remain only a tool that can significantly make life easier, but cannot
replace human relationships and empathy.

Furthermore, trust in Al algorithms may be undermined by ‘“algorithmic bias.” [21, p.
121] Artificial intelligence is trained on data based on treatment outcomes and long-term follow-
up of specific population groups (based on race, gender, and age), which may influence future
diagnostics and clinical outcomes. A study published in the journal Science confirmed racial bias
in an algorithm used to identify patients with complex medical needs. [22] Risk stratification
algorithms used in large US hospital networks referred Black patients with the same disease
severity to intensive surveillance programs 50% less often than White patients. This article
further confirms that Al algorithms may reflect distorted information obtained due to the biases
of the people who previously conducted these studies. This bias is a serious ethical concern in
Al and could further exacerbate discrimination in healthcare and influence treatment decisions
for millions of people, potentially leaving them without the care they need.

Conclusion. Drawing on normative theory—the ethics of care—we sought to explore
how artificial intelligence technology can be used to assist vulnerable groups, particularly the
elderly. Given that the elderly, as well as those with disabilities, are particularly in need of
protection and care from the state, and the burden on healthcare is increasing due to population
aging, humanity is seeking new solutions to address this situation. The introduction of Al
algorithms into social and healthcare spheres helps improve the effectiveness of disease
diagnosis thanks to the ability to process big data; it also facilitates home monitoring of the
cognitive state of the elderly to identify mental disorders. Al enables the development of
personalized treatment recommendations and the prediction of clinical outcomes, which is
welcomed within the framework of the ethics of care. Companion robots powered by Al
algorithms, recognizing the owner's voice intonation and mood, help overcome social isolation
and loneliness, thereby facilitating everyday life and improving its quality. However, the risks of
developing such technologies and human-machine interactions must be assessed. The active
integration of technology into medicine and social services, delegating human support and care
functions to technology, can dehumanize this field, which is based, among other things, on
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empathy. The integration of Al assistants and social robots can lead to the destruction of the
emotional bond between doctor and patient, or between an elderly parent and their children. It is
known that 60% of treatment success depends on the patient's trust in the doctor. A positive
attitude and confidence in recovery can be instilled by the treating physician, as mental health
affects the course of the disease, and the human factor plays a significant role. However, trust
can be undermined by the ethical bias of the algorithms used, by breaches of confidentiality, and
by the leakage of personal data analyzed by artificial intelligence. Discrediting can occur due to
the problem of misinformation, the use of incorrect algorithms, and the ease with which texts on
a given topic are generated, resulting in "artificial stupidity" that is replicated and spread to
important information entrusted to the patient. Thus, the balance between technology and human
experience is an important component of the successful development of healthcare and social
support, and Al technologies should only complement human care and concern, and not replace
1t.
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