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Annomayus. Beedenue. B oannom uccreoosanuu npedcmasieno peuieHue 015 agmomMamuiecko2o
0emeKmupo8anus HaCUlbCMEEHHBIX UHYUOEHMO8 8 8UOEONOMOKAX HA OCHO8e cUOPUOHOU apXUMeKmypbl,
couemaiowjeli C6EpMoUHbIE HEUPOHHBIE cemu 01 NPOCMPAHCIMBEHHO20 AHAIU3A KAOPO8 U Cemu 0020l
KpamKkoCpOYHOU namamu OJid 6blaelleHUs peMeHHbIX 3agucumocmel. Mamepuansl u Memoobl.
Paspabomka onmumusuposana 015 pazeepmuvléanuss HaA MAaioMownwblx ycempoticmeax cepuu NVIDIA
Jetson, umo obecneuusaem obpabomxy OaHHBIX HENOCPEOCMBEHHO HA MeCme CbeMKU. DKCnepumeHmsl
NPOGOOUNUCH  HA  CNEYUATUSUPOBAHHOM — HAOOpe  OaHHLIX,  GKIIOUAIOWEM  3aNUCU  20POOCKO20
6UO0COHAONI00EeHUs,  CNOPMUBHbIE MPAHCIAYUU U CMOOenuposannvle cyenvl. Pesynomamovt u
obcyycoenue. Pesynomamul noomeepounu 8biCOKYIo moyHocmy pachosuaeanus (94.8%), nusxkuii yposens
JOdICHLIX  cpabamuieanuti  (1.5%) u  munumanvuyro 3adepoicky obpabomxu(l5 mc/kadp), umo
coomeemcmeyem mpebosanusM cucmem 6e30nacHocmu peanvrHozo epemenu. Ocoboe enumanue yoeieno
pexcumam pabomel KoMniekca: NoKaopoeol obpabomke ¢ MAPKUPOBKOU BPEMEHHbIX MemoK U
no@aiinoeomy anausy 0s IKCnpecc-oyeHKu sudeomamepuanos. 3axkaouenue. Ilepcnexmugol 6HeOpeHus.
BKIIOUAIOM UHMeESPAYUIO C CUCEeMAMU 6e30NacHOCmU U niamgopmamu Mooepayuy KOHmeHma.

KarodeBble cjioBa: ceTu J0Jroil KpaTKOCPOYHOM MaMSTH, CBEPTOYHBIE HEHPOHHBIE CETH,
pacro3HaBaHUEe HACWIMS, aHAJINW3 BUACOINOTOKOB, INIyOOKoe OOydeHue, THOpPHIHBIE AapXUTEKTYPHI,
TpaHUYHBIE BHIYMCIICHHS.

Jasi mutupoBanusi: [opses B. M., Manxaesa C. A., Cymwsnoséa E. B., bemobumose /. b.,
Manxaesa I. A. Onmumusayus eubpuOHOU apxumexmypsl 00120CPOUHOU PEKYPPEHMHOU CEEPMOYHOU
cemu ona Edge-pacnosnasanus nacunus é cucmemax eudeonabmooenusn // Coepemennas Hayka u

unnosayuu. 2025. No3. C. 30-38. https.//doi.org/10.37493/2307-910X.2025.3.3

© TI'opsieB B.M., MankaeBa C.A., CympsHoBa E.B., bem6uros /I.b., Mankaesa I'.A., 2025.

30


mailto:goryaeff@mail.ru
mailto:mankaeva.saglar@yandex.ru
mailto:sumyanova@yandex.ru
mailto:dbembitov@gmail.com
mailto:mankaeva.galina@yandex.ru
https://doi.org/10.37493/2307-910x.2025.3.3

CoBpemeHHas Hayka n nHHoBauumn. 2025. Ne 3
Research article

Optimizing Hybrid Long-Term Recurrent Convolutional Network Architecture for
Edge-Based Violence Detection in Video Surveillance Systems

Vladimir M. Goryaev', Saglar A. Mankaeva’, Elena V. Sumyanova®, Jirgal B. Bembitov*,
Galina A. Mankaeva®

12345 Kalmyk State University named after B. B. Gorodovikov (11, Pushkin St., Elista, Russia)
! goryaeff@mail.ru,

? mankaeva.saglar@yandex.ru,

3 sumyanova@yandex.ru

* dbembitov@gmail.com

> mankaeva.galina@yandex.ru

* Corresponding author

Abstract. Introduction. This study presents a solution for automated detection of violent
incidents in video streams using a hybrid architecture that integrates Convolutional Neural Networks
(CNNs) for spatial frame analysis and Long Short-Term Memory (LSTM) networks for identifying
temporal dependencies. Materials and methods. The system is optimized for deployment on low-power
NVIDIA Jetson series devices, enabling on-edge data processing at the capture site. Experiments were
conducted on a specialized dataset comprising urban surveillance footage, sports broadcasts, and
simulated scenes. Results and discussion. Results confirmed high recognition accuracy, low false-
positive rates, and minimal processing latency, meeting real-time security system requirements.
Operational modes include frame-by-frame processing with timestamp annotation and file-based analysis
for rapid video assessment. Conclusion. Integration with security infrastructure and content moderation
platforms represents a key implementation pathway
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BBenenue. Pacivipenue cucreM BUAEOHAOIIOEHUS CO3/1a€T HACYIIHYIO MOTPEOHOCTH B
aBTOMATU3MPOBAHHOM BBISIBJICHUM HACWJIBCTBEHHBIX MHUUAECHTOB. CyIIECTBYIOUIME PELICHUS
[1,2] 4acTo JE€MOHCTPUPYIOT OTpPaHUYEHHYIO OS(PQPEKTUBHOCTb B pEAIbHBIX YCIOBUAX
OKCIUTyaTallMM H3-32 BBICOKMX TpeOOBaHMH K BBIYMCIUTEIBHBIM pecypcaM, HU3KOU
YCTOMYMBOCTU K H3MEHSIOIMIMMCS YCIOBHSIM CBEMKM M HEONTUMAJIBHOTO OajlaHCa MEXay
TOYHOCTBIO M CKOpOCThIO 00paboTku. Ilenp wucciaenoBaHus - pa3pabOTKa CHUCTEMBI
IIPOCTPAHCTBEHHO-BPEMEHHOT0 aHalM3a BHJICONOTOKOB Ha Meroaosnoruu ontummuzanuu CNN-
LSTM apxwurtektypsl s nepudepuiinpix (edge) ycrpoiictB (NVIDIA Jetson) cucrem
Buneonabmoaenus (CB). CB opuentupoBana Ha edge- Bbruncienus (rimoccapuii PAH) [3] -
napaaurmMy, riae oOpaboTka BHUACOJAHHBIX BBIMOJIHIETCS HEMOCPEACTBEHHO Ha YCTpPOWCTBE
3axBata (IP-xamepe unum 1UII03€), YTO MCKIIIOYAET 3aepKu nepenaun B obnako [4,10]. Oto
0COOEHHO KPHUTHYHO JUIS CHUCTeM O€30MacHOCTH pealbHOro BpeMmeHU. OCHOBHBIE 3a7aul
BKJIIOUAIOT B ce0si amanrtanuio apxuTekTypbl LRCN g neTexkTupoBaHusi HACWIIUS C YYETOM
BPEMEHHOW TUHAMUKH, ONTHUMHU3AIMIO OOpabOTKM BHIEO B pealbHOM BpeMeHH Ha edge-
YCTPOMCTBAX U CHUKEHUE JIOKHBIX, CpabaThiBaHuii 32 CUET TOpOoroBoi (uibtparuu [5].

Hayunas HoBU3Ha paboThl 3akiatovaeTcs B crenuanbHoi ontumuzaimu LRCN-UniLSTM
apxutektypsl [6] mna mmatdopmel NVIDIA Jetson Xavier NX, pa3paboTke IBYXdTarHOU
METOIUKH 00paboOTKM C omepaTopckod BepuduKanuerd W KOMIUIGKCHONW OILIEHKE BIUSHUS
YCIIOBUH 9KCIUTyaTallMi Ha Ka4eCTBO PaclO3HaBaHUs. DKCIEPUMEHTAIbHAS YaCTh UCCIEJOBAHUS
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MPOBOAMIIACH B PEAbHBIX YCIOBUSX CHCTEMbI BHUACOHAOMIONeHUs, Thae B TeueHue 30 mHEl
ocymecTBisack oopadorka 1200 BumeodparMeHTOB C HHITMICHTAMH.

Marepuajbl 1 MeTOAbI. Pa3BuTHE TEXHOJOTHI MPUBEIO K 3HAYUTEIBHOMY YBEINYECHHIO
o0bemMa €XETHEBHO TIE€HEPUPYEMOI'0 BHJCOKOHTEHTA B CErMEHTe O€30MacHOCTH. JTO
noTpeboBao pa3paboTKK aBTOMATH3UPOBAHHBIX CHCTEM JIJISl aHAJIM3a BUJIC0, OJHON U3 KOTOPHIX
ABIIIETCS PACIO3HABAHME CLIEH HACWIMs. DKCIIEPUMEHT BOCIPOU3BOJIWI THIIOBOM CIEeHapuid
pearupoBaHus Ha OOpalIeHHUS TPaKIaH: MPU TMOCTYIUICHHH 3asBJICHUS OIEpaTop 3amycKal
ABTOMATU3UPOBAHHYIO MPOBEPKY BUIeO(]aiioB, chHOPMUPOBAHHBIX IO TpPEBOraM JaTyuKa
nBrkeHus. [Ipy MOCTyIIIEHUH 3asBICHUS ONEpaTop 3ammycKal aBTOMAaTU3UPOBAHHYIO MTPOBEPKY
BUaeo(daiiioB, choOpMUPOBAHHBIX MO TpeBoraMm Aartuuka aBrkeHus [P-xamep. TectupoBanue
npoenin Ha 10 xamepax B TeueHue 30 gueii. Cuctema oOpabGorana 1200 BuaeodparMeHTOB,
COJICP)KaBIIUX pealbHbIE U CMOJCIUPOBAHHBIC HWHIMACHTHI: (QU3NYeCKUe KOHQIUKTHI U
orcyrcTBue Hacunus. llpm dsToM KiaccuuKkanms arpecCMBHOTO MPECIeAOBaHUs ObLia
UCKJIIOYEHAa M3 TEKYIIEro HccienoBaHus A (OKYCHUPOBKM Ha 0ojiee YeTKO OINpeaensieMbIX
WHIU/ICHTAX.

TexHonornueckas ocHoBa. B ocHoBe cucteMmsbl siexana rubpuaHas apxutektypa LRCN
(Long-term Recurrent Convolutional Network) [6,7] ¢ onnonanpasnernHoir LSTM (UniLSTM),
CHEIMAllbHO ONTHUMM3UpPOBaHHAs [Uisi TnepudepuiHbIX BblYMCIeHUH. Mojaenb oO0beauHsana
ceéprounnie ciaou (Conv2D, 128 dunsTpoB 3x%3) [8] Ais MpoOCTPaHCTBEHHOTO aHAIM3a KaJpOB
LSTM-cnoii (256 HelipoHOB) AJisi BBISBJICHHUS BPEMEHHBIX 3aBHcHUMOCTell (puc.l). O6paboTka
nocienoBarenbHOCcTH 10 16 kagpoB (0.64 cexyHawl mpu 25 Kaapax B CEKyHIy) obOecreunBana
aHaIW3 JAMHAMUYeckuX marrtepHoB. IIpeoOpazoBanme wmomenu B ¢opmatr TensorRT ¢
kBaHToBaHueM FP16 co3mano ycnoBusa nns 40% cokpauieHue oObemMa M COOTBETCTBUE
TpeboBaHUsAM K mpousBoauTensHocTy Ha Tatdhopme NVIDIA Jetson Xavier NX [9].

Bxoa

(16 xanpos)

CNN Layers —{> LSTM (256 neiiponor) 'ﬂp

(EepoaTHOCTE)

PucyHok 1. ApXMTeKTYpa TeXHOJOTHYeCKOil 0CHOBBI
Figure 1. Technology Foundation Architecture

[Tpouenypa sxcnepuMeHTa. DKCIEPUMEHT COCTOSIT U3 JIBYX B3aMMOCBSI3aHHBIX 3TanoB. Ha
IepBOM  dJTale  aBTOMAaTMYECKOIO0  CKpUHHMHIa  MporpaMma  aHajlu3upoBana  (paiibl
MOCJIEI0BATENbHO, ONPEeNisis MAKCUMAIIbHBIN YPOBEHb YBEPEHHOCTH PAcllO3HABAHUS HACHIIUS C
nomotbio LRCN-UniLSTM monenu. @parmenTtsl ¢ mokazateneM yBepeHHocTd 50% u BbIIIe
KJIaCCU(PUITUPOBAINCh KaK TOTEHIHAIBbHO omnacHbeie. Bwibop 50% sBaseTcs TeXHUYECKH
obocHoBaHHbIM (MakcumyM F1 mpu 49.8%) u JKCIUTyaTallMOHHO- II€IeCO00pa3HBIM:
OKpYIJIEHHOE 3HAY€HHME CHI)KAaeT KOTHUTHBHYIO Harpy3Ky oOIEepaTOpOB IpHU HHTEPIpPETALUU
tpeor (ISO 11064-6:2005). Pasuuma B sdpdextuBHOCTH ¢ 49.8% cTaTUCTHUECKH HE3HAUYMMA
(AF1<0.001, p>0.05). Ha BTOpOoM »5Tame omneparopckoil BepU(UKAIMHU CIIEHHUATHCThI
0€30IaCHOCTH HM3y4yalld OTOOpaHHBIE MaTepHajbl B IOKAJPOBOM peXuUMe, (POKycHpysach Ha
BPEMEHHBIX METKaX C IUKOBBIMM 3HAYEHHUSIMH YBEPEHHOCTH cucTeMbl. [l obecrieueHus
oobekTBHOCTH [10] 20% MarepuanoB JOMOJHUTEIHHO MPOBEPSINCH HE3aBHUCUMBIMU
HKCIIEPTaMHU.

Jliss OLIEHKHM JOBEPHUTENbHBIX HHTEPBAJIOB METPHK Kiaccupukamuu (TouyHocTh, FPR)
npuMeHEH OsokoBeIid OyrcTpenmnuur (bB) ¢ anuuoit 6i10ka L=16 kaapoB, 4TO COOTBETCTBYET
pasMmepy BXoAHOM mocnenoBaTenbHocT Moxaenu [11]. Ilpouenypa Bkirouana: pasneneHue
KaKJI0To BHAco(parMeHTa Ha Hemepecekarommecs Onoku 1o 16 kampo, reHepammio 2000
IICEBJIOBBIOOPOK MYTEM CiIy4ailHOr0 OTOOpa OJIOKOB C BO3BpAlllEHHUEM, pPacyéT METPUK s
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KaK70W u3 Beibopok u onpeznenenue 95% AN kak 2.5% u 97.5% nepuentunei pacnpeneneHus
METpHK.

1200 BUWAEC®PATMEHTOB

MNoATEEHAEHHEIE HHLLHLEHTEI
[3woHomMuA 78,2 4)

Pucynok 2. Cxema 3kcriepuMeHTATBHOM MPOLEAYPhI
Figure 2. Experimental procedure diagram

DTOT METOJ] yCTPaHsET HEIOOLICHKY AUCIIEPCUH M3-32 BPEMEHHON 3aBUCUMOCTH KaJipoB. B
HavyanpHOM Touke 1200 BuaeodparMeHTOB [Uisi aHanW3a, OHM IOCTYMamT Ha 1-i oram,
aBroMarHueckuii CKpHHHUHT- aHanu3 mozensio LRCN-UniLSTM. Ha stom stame BbIOIHSETCS
pacueT ypoBHS YBEpEHHOCTH ¢ Kiaccudukanueil mo mopory 50%, mocie KOTOporo Hiaer
pasaenenue motoka Ha Oe3omacHble (ainsl (92.4%) M MOTEHIMAIBHO OMACHBIE (PArMEHTHI
(7.6%). Crenyrommii BaKHBI JTam- omepaTopckas Bepudukanus. OHa 3aKiOyaeTcs B
MOKaJIpOBOM aHalm3e C (POKycoM Ha NMHKaX YBEPEHHOCTH W C MOCJEIYIOIIeH He3aBUCUMOU
skcnepTu3oit (20%). PesynbTaToM SBISIOTCS MOATBEPKICHHBIE MHIIUACHTHI (SKOHOMHUS 78.2 1).

Pe3yabTarhl U 00cy:KaeHNe

Cuctema npoJaeMOHCTpUpPOBaia BHICOKYIO 3((HEKTUBHOCTh KaK Ha YPOBHE TEXHUUYECKOU
peanu3aluuyu MOJENH, TaK U B MPAKTUYECKOM NMpUMeHeHUH. CpaBHEHUE KIIFOUEBBIX MapaMeTpOB
apXUTEKTYyp NpEeJCTaBIeHO B Tabnuie 1.

Ta6auna 1. CpaBHenue 3¢ (peKTHBHOCTH APXUTEKTYP
Table 1. Comparison of the effectiveness of architectures

IMapamerp LRCN (UniLSTM) IleneBoii moka3areyib
TOYHOCTb paciO3HABAHUS 94,8% (93,2-96,1%) >95%
Jloxxusre cpabareiBanms (FPR) 1,5% (0.9-2.3%) < 2%
3anmeprkka (Mc/Kaap) 15,0 (14.2-16.1) <20
[otpebiieHne mamsTH 1,2T5B (1.1-1.3) < 1,5Tb

Haubonpmas > @exkTuBHOCTh MOAETN B OOHApY)KEHUWH HHIMJIEHTOB Kiacca "Hacuiiue"
HaOmoanach st (pparMeHToB, cojepkammx (uudeckue KOHPHKTH (99.1% ycmenrHbix
JeTeKIUH pu IpoBepke sKcnepTamu). Ha Buaeo3zanucsx cMoienupoBaHHbBIX MOMBITOK Ipadexa,
TaK)Ke OTHOCSIIMXCA K Kiaccy "Hacuiue", MOJENb MoKa3aja HECKOJBKO 00Jiee HU3KYIO JIOJIO
BEPHBIX CcpabaTbIBaHUM, MoKazaresnb coctaBmil 94.5% (95% JAU: 91.3-96.8%), sta pasHuua
oOBsicHsieTcsl Ooublliell BapuaOeNbHOCThIO MPOCTPAHCTBEHHO-BPEMEHHBIX IMAaTTEPHOB Tpadexka
(Cohen's d=1.24) mo cpaBHeHHIO ¢ Oojiee YETKO BBIPAXEHHBIMHU MaTTepHAMH (U3NUECKON
arpeccuy, MOATOMY OHa ObUIa HMCKIIOYEHA W3 JalbHEUIIEero dTama JKCIIepHMEHTa. 3HaueHUs
99.1% u 94.5% nomyueHsl HE KaK BBIXOJ MOJENM JUIsl OTAEIBHOIO KJacca, a Kak pe3yJbTaT
MOCT-aHAIM3a JKCIEepTaMH pPa0OThl OWHAPHONH MOJENH Ha TMPEIBAPUTEIFHO Pa3MEUSHHBIX
MOJMHOXECTBAaX TECTOBBIX JaHHBIX. OJTO CTaHJApTHAs MpakTHKa JUIs JIETAJIBHOTO aHajlu3a
cnabpix MecT cucteMbl. CBOJIHBIE MOKa3aTtenu oOmend 3((HEeKTUBHOCTU CHUCTEMbI OTPa’KEHBI B
Tabmuie 2.
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Tadaunua 2. CBogHble moka3aTeau 3¢GpPeKTHBHOCTH CHCTEMBbI
Table 2. Summary of System Performance Indicators

ITapaMeTp oLeHKHU Mertpuka Pesyasrar | IleeBoii mokasareib
QOunpTpanys MaTepruaNIoB Jounst oTcesHHBIX (paitos, % 92,4 >90
[IponymeHHpIe HHIUACHTHL, Yo 3,1 <5
TouyHOCTH OOHApYXKEHUSA IonHoTa BBIsSIBNICHUS, %0 96,7 >95
Tounocts Bepupukanuu, % 98,2 >95
Onepaimonsaz CoxpareHne BpeMeHH, 9 78,2 -
3¢ (EKTUBHOCTH
Harpys3ka Ha oneparopa, % 7,6 <10

[Tpumenenue apxutektypbl LRCN(UniLSTM) ctayio TexHosorm4yeckuM (QyHIaMEHTOM
CUCTEMBI, O0CCIICYUB MUHUMAIBHYIO 3aJepKKy 00paboTku (15Mc/kanp), BBICOKYIO OOIIYyIO
TOYHOCTh OOHapy>keHus (94.8%) u ycroiunBoCTh K apredakram cxaTus Buaeo. s ycnemnoro
BHE/IPEHHUS CHUCTEMBI PEKOMEHIYETCS YCTaHOBHTH IMOPOT cpabarbiBaHus Ha ypoBHe 50% ams
OamaHca MexAy OOHapyKeHHEeM M JOXHbIMU TpeBoramu [12]. OmHOBpeMEHHO cleayeT
obopymoBate kamepbl UK-moacerkoit s oOecriedeHUss  pabOTOCIIOCOOHOCTH TP
ocemieHHOcTH HIke 50 miokc. g OOBEKTUBHOM OIEHKH 3S()(PEKTUBHOCTH MPOBEICHO
TECTUPOBAHUE C TIapaMeTpaMu cucteM JmaepoB peiHKa - Google Content Safety API [13] u
ViSenze Violence Detection [14].

Tabauua 3. CpaBHenne 3¢ peKTHUBHOCTH C KOMMEPYeCKHMHU AHAJIOTAaMHM HA TeCTOBOM jJaTaceTe
Table 3. Comparison of efficiency with commercial counterparts on a test dataset

Texkywmas Google Content .
IMapamerp cHeTeMa Safety AP ViSenze IIpenmymecrBo
Tounoctsb, % gg’g) (92,9- 89,2 (87.1-91.0) 91,5 (89.7-93.0) +5.6%
FPR, % 1,5 (0.9-2.3) 3,8 (2,9-4,9) 2,7 (2,0-3,6) -58% (vs Google CS)
3anep:xkka, Mmc/Kaap 15 1200* 900* -
Jloxanusas Ha Her Her Kunrouepoe
WHIUIEHTA
TpeoGoBanus iT\s]e;(son Xavier O06mauHBIi cepBep OO6mnauHsbIif cepBep | ABTOHOMHOCTB

*Bkj04asi ceTeBYI0 3a/1€P:KKY nepeaayu AaHHBIX [12]

B ommmume OT cCymecTByOIMX KOMMEPYECKMX PpEUICHMM, IpeanaraeMas CHucTremMa
JEMOHCTPHUPYET 3HAYUTeNbHbIE MpeumMylnecTsa (Tadmn.3): TouHocTs Bbime Ha 5.6% (p<0.01, t-
kputepuii CtbrofieHTa) Onaronaps rMOpUIHON apXUTEKType, CHUKEHUE JIATEHTHOCTU 3a CUeT
edge- oOpaboTku Oe3 mepenayd JaHHBIX B 00JIaKO, MPU ATOM KIIOUEBOE MPEUMYIIECTBO —
JIOKaJIU3alMs WHIUAEHTOB ¢ TOYHOCThIO 710 0.5¢ (puc.3). Ilpu paspemenun <720p TOYHOCTH
nagaer 1o 83.5%, uro Ha 1.7% Hmke nokaszareneil ViSenze (85.2% cornacHo BHYTpEHHUM
tectam s low-res Buzaeo). Oqnako npu 1080p Hamia cucteMa IeMOHCTPUPYET CYIIECTBEHHOE
npeumyiiectso (+7.1%).

Mpoune

AKTHBHbI® MIpbl geTen
PemoHTHbie paboThl
CnopTHBHbie eguHoGopPC

ApredakTl OCBEWEHHA

Pucynok 3. Pacnpenesnenue J0xkHbIX cpabdarbiBanuii  Pucynok 4. KannﬁpOBOqHaﬂ kpuBas ¢ U

CucremMa NpPOJAEMOHCTPUPOBATIA CTATUCTUYECKH 3HAUYUMYIO 3(PPEKTUBHOCTH IO BCEM
kimoueBbiM ToKazaTessiM  (p<0.05). Kak mokazano B Tabmume 1, apxutexkrypa UniLSTM
JocTuria ToyHocTH pacno3HaBanus 94.8% (95% JAU: 92.9-96.3%), uTO COOTBETCTBYET
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LeJIeBOMY MoKazaTento >95% pasznuume crarucruuecku HesHaunmo (z=0.84, p=0.40) [2,12].
YpoBeHb J0kKHBIX cpabarbiBanuii coctaBui 1.5% (%/AU: 0.9-2.3%), 4TO CyIIECTBEHHO HIXeE
ponmyctumoro mopora B 2% (z=2.34, p=0.01). OCHOBHBIMM HCTOYHUKAMHU JIOKHBIX
cpalaThIBaHMI Ha BCEM MAcCUBE JTaHHBIX (puc.3) cTanu akTUBHBIE UTPHI AeTel (23% ciaydaeB) u
pemonTtHble paboThl (17% cayuaeB) [13]. B 38% ciyuaeB ommOKy CBSI3aHBI C YEIOBEUECKOM
AKTUBHOCTBIO (WUIPBI, CHOPT), YTO OOBSICHSETCA CEMaHTHUECKOH OJHM30CThIO K MOHHUMAaHHIO
Hacwius. [l CHIDKEHHWS TakKuX OIIMOOK MOXHO OyJeT NPUMEHHTh KOHTEKCTHYIO TIOCT-
00paboOTKy C HCIONb30BAHHEM TEOJIAHHBIX: WTHOPHUPOBAHUE TPEBOI B 30HAX JETCKUX U
CIIOPTUBHBIX OOBEKTOB.

Craructuueckuit ananmm3 (ANOVA, F (2, 1197) = 8.76, p<0.001) moarBepaui 3HaYMMBbIC
pa3nuuns B 3(HEKTHBHOCTH OOpaOOTKH pa3UYHBIX TUMOB WHIMIEHTOB [14]. OmeparmonHas
3¢ (peKTUBHOCTH MOJITBEPKEHA CHI)KEHUEM Harpys3ku Ha mepcoHan 1o 7.6% (x*=5.82, p<0.05)
IOpU COKpAaIIeHWH BpeMeHH o0paboTku Ha 78.2 yaca omeparopckoro Bpemenu 3a 30 nueit
tectupoBanusi (1200 (¢aiinoB). PerpeccMoHHBI aHanu3 BBIBUI CHIIBHYIO 3aBHCHUMOCTH
(R*=0.86) [15] mexay KayecTBOM BHICOJAHHBIX M TOYHOCTHIO pacrio3HaBaHus (Tabnuua 3).
[TpakTHYeCKUM IIaroM CTaHET BHEAPEHUE MPHUOPUTETHOM MPOBEPKU (PailioB ¢ YBEPEHHOCTHIO A
mozenu cBeliie 80%. [lepcniekTUBHBIE HAIlpaBIEHUs PA3BUTHUS BKIIOYAIOT pa3padOTKy MOMYII
MIPOTHO3UPOBAHUS ICKATAUU KOH(IUKTOB Ha OCHOBE BPEMEHHBIX XapaKTEPUCTUK YBEPEHHOCTH
MOJIETH.

Ta6auna 3. 3aBUCHAMOCTH TOYHOCTH OT YCJIOBHIl CheMKH
Table 3. Dependence of accuracy on shooting conditions

dakTop Ycinosus Tounocrn g:‘lcgg(})l gl(l)]ile A
OcBelleHHoCTh >100 aroxc 96.2% (94.1-97.9%) -

50-100 sroxe 94.1% (92.3-95.7%) -2.1%

<50 iroxe 87.5% (85.1-89.4%) -8.7% ***
Pa3pemenne 1080p 95.8% (94.2-97.0%) -

720p 90.3% (88.8-94.1%) -5.5%

<720p 83.5% (80.7-85.9%) -12.3%***

OO0b14HO MeTo/ OJIOKOBOIO OYTCTpENNHMHra 4acTO MCIOJB3YeTCs Ul 3a1ady oO0paboTKu
BPEMEHHBIX pAJOB B KOMIBIOTEPHOM 3pEHUHM, 31E€Chb €ro IPUMEHEHHE BBIIBUIIO
CHUCTEMaTHUYECKOE 3aHMKEHHUE HEOIPEeIEHHOCTH B CTAHJAPTHBIX OLEHKAaX: JUIS (PU3MYECKUX
koHpukToB JIW pacmmpmicsa ¢ £0.65% no £0.95%. D10 moarBepkIaeT TMIOTE3y O HAJIUYUU
CYIIIECTBEHHOW aBTOKOppENsluU omuOoKk B BuaeoaHanuse [16]. Cuctrema ymoBIeTBOPSET
TpeOoBaHUSAM pa3BepThiBaHUs (TouHOCTh >94% mnpu p<0.05) m mopor 50% obGecneunBaer
ONTUMAJIbHBIA OasiaHC 4YyBCTBUTENbHOCTH M crneuupuuHoctu (AUC=0.92) u BeposTHOCTH
noxHoi TpeBoru He 6oinee 2% (FPR = 1.5%). OcHoBHOI1 orpannyuBatomuii GpakTop - HU3KOE
pazpemrenue Buaeo (f=-0.87, p<0.001).

3akJiirouenue. IIpoBenenHoe HCCIIE0BAHUE MTOATBEPANIIO 3¢ (HEeKTUBHOCTh
pa3paboTaHHOTO MPOTrPaMMHO-ANNAPATHOTO KOMILJIEKCA, TOCTUTHYBILETO MOCTaBJIEHHBIX e
0 CO3JaHUI0 ONTUMHU3UPOBAHHOIO pEIIeHUs JUId pAcHO3HABaHHUS  HACHIILCTBEHHBIX
MHIUACHTOB. OKCIEPUMEHTAIbHBIE pE3YJIbTAaThl IPOAEMOHCTPUPOBAIIN, YTO AapXUTEKTypa
LRCN-UniLSTM o6ecrneunBaeT TOUHOCTh pacno3HaBanus 94.8% mnpu 3amepxke oopadoTku 15
MC Ha Kaap M norpebinenun mamsatd 1.2 I'B, 4To COOTBETCTBYET YCTaHOBJIEHHBIM IIEJIEBBIM
nokazarensiM. [IpakTudeckass 3HAUMMOCTh CHCTEMbI MOJTBEP)KICHA COKpAIICHUEM BpEMEHHU
aHaiM3a Ha 78.2 4yaca M CHWKEHHUEM Harpy3Kud Ha olnepatopoB 10 7.6% npu coOXpaHEHUH
MOJTHOTHI BBISIBJICHHUS HMHIIMJACHTOB Ha ypoBHE 96.7%. KirodeBbie BBIBOJBI HCCIEAOBAHUS
CBHUJIETEJILCTBYIOT O BBICOKOM 3()()EKTUBHOCTH CHUCTEMBl B paclo3HaBaHUM (HU3UYECKHUX
KOHGIUKTOB (99.1% TOYHOCTH), B TO BpeMsl Kak MOMNBITKH rpadexa TpeOyIoT AOMOJHUTENbHON
ONTUMM3ALMM M3-32 BapuaTUBHOCTU cueHapueB (94.5% TouHOcTH). VYcTaHOBKa mopora
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cpabarpiBanusa Ha ypoBHE 50% obOecneunBaeT ONTUMANIBHBIA OallaHC MEXIY ONEPAaTHBHOCTHIO
pearupoBanust (0.58 cex) m mocroBepHocThio gereknuu (F1=0.957), uyto cooTBeTcTByET
MEXIYHApOJHBIM CTaHAapTaM Oe3omacHOCTH. KpuTuueckumu ¢aktopamu, OrpaHUYUBAIOLIIIMA
TOYHOCTB, OIPEAETCHBI YCIOBUS OCBEIICHHOCTH HIDKE 50 JIIOKC M pa3pelieHHe BHICO HIKE
720p.

[lepcriekTHBBI BHEIPEHUs] CUCTEMBI BKIIOYAIOT ocHamleHune kamep MK-moncetkoit mis
paboThI B YCIOBHUAX HU3KOH OCBEIIEHHOCTH, BHEIPEHNUE MPHOPUTETHON 00pabOTKN (parMeHTOB
C BBICOKOW YBEPEHHOCTBIO MOAEIH M pa3pabOTKy MOIyJsl MPOTHO3MPOBAHHS ACKAJIALUH
KOH(JIMKTOB. DKCHEPUMEHTAIBHO MOATBEPXKIEHA BO3MOXHOCTh Pa3BepTHIBAHUS APPEKTHBHOM
CHCTeMbI pacro3HaBaHus Hacuiuus Ha Edge-ycrpoiicTBax, COOTBETCTBYIOLIECH ONEpallMOHHBIM
TpeOOBaHUSAM COBPEMEHHBIX TOPOJCKUX CHCTEM BHICOHAOIIOICHHUS.
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