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Аннотация. Введение. В данном исследовании представлено решение для автоматического 

детектирования насильственных инцидентов в видеопотоках на основе гибридной архитектуры, 

сочетающей свёрточные нейронные сети для пространственного анализа кадров и сети долгой 

краткосрочной памяти для выявления временных зависимостей. Материалы и методы. 

Разработка оптимизирована для развертывания на маломощных устройствах серии NVIDIA 

Jetson, что обеспечивает обработку данных непосредственно на месте съемки. Эксперименты 

проводились на специализированном наборе данных, включающем записи городского 

видеонаблюдения, спортивные трансляции и смоделированные сцены. Результаты и 

обсуждение. Результаты подтвердили высокую точность распознавания (94.8%), низкий уровень 

ложных срабатываний (1.5%) и минимальную задержку обработки(15 мс/кадр), что 

соответствует требованиям систем безопасности реального времени. Особое внимание уделено 

режимам работы комплекса: покадровой обработке с маркировкой временных меток и 

пофайловому анализу для экспресс-оценки видеоматериалов. Заключение. Перспективы внедрения 

включают интеграцию с системами безопасности и платформами модерации контента. 

Ключевые слова: сети долгой краткосрочной памяти, свёрточные нейронные сети, 

распознавание насилия, анализ видеопотоков, глубокое обучение, гибридные архитектуры, 

граничные вычисления. 
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Abstract. Introduction.  This study presents a solution for automated detection of violent 

incidents in video streams using a hybrid architecture that integrates Convolutional Neural Networks 

(CNNs) for spatial frame analysis and Long Short-Term Memory (LSTM) networks for identifying 

temporal dependencies. Materials and methods. The system is optimized for deployment on low-power 

NVIDIA Jetson series devices, enabling on-edge data processing at the capture site. Experiments were 

conducted on a specialized dataset comprising urban surveillance footage, sports broadcasts, and 

simulated scenes. Results and discussion. Results confirmed high recognition accuracy, low false-

positive rates, and minimal processing latency, meeting real-time security system requirements. 

Operational modes include frame-by-frame processing with timestamp annotation and file-based analysis 

for rapid video assessment. Conclusion.  Integration with security infrastructure and content moderation 

platforms represents a key implementation pathway 
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Введение. Расширение систем видеонаблюдения создает насущную потребность в 

автоматизированном выявлении насильственных инцидентов. Существующие решения 

[1,2] часто демонстрируют ограниченную эффективность в реальных условиях 

эксплуатации из-за высоких требований к вычислительным ресурсам, низкой 

устойчивости к изменяющимся условиям съемки и неоптимального баланса между 

точностью и скоростью обработки. Цель исследования - разработка системы 

пространственно-временного анализа видеопотоков на методологии оптимизации CNN-

LSTM архитектуры для периферийных (edge) устройств (NVIDIA Jetson) систем 

видеонаблюдения (СВ). СВ ориентирована на edge-  вычисления (глоссарий РАН) [3] - 

парадигму, где обработка видеоданных выполняется непосредственно на устройстве 

захвата (IP-камере или шлюзе), что исключает задержки передачи в облако [4,10]. Это 

особенно критично для систем безопасности реального времени. Основные задачи 

включают в себя адаптацию архитектуры LRCN для детектирования насилия с учетом 

временной динамики, оптимизацию обработки видео в реальном времени на edge-

устройствах и снижение ложных, срабатываний за счет пороговой фильтрации [5]. 

Научная новизна работы заключается в специальной оптимизации LRCN-UniLSTM 

архитектуры [6] для платформы NVIDIA Jetson Xavier NX, разработке двухэтапной 

методики обработки с операторской верификацией и комплексной оценке влияния 

условий эксплуатации на качество распознавания. Экспериментальная часть исследования 
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проводилась в реальных условиях системы видеонаблюдения, где в течение 30 дней 

осуществлялась обработка 1200 видеофрагментов с инцидентами. 

Материалы и методы. Развитие технологий привело к значительному увеличению 

объема ежедневно генерируемого видеоконтента в сегменте безопасности. Это 

потребовало разработки автоматизированных систем для анализа видео, одной из которых 

является распознавание сцен насилия. Эксперимент воспроизводил типовой сценарий 

реагирования на обращения граждан: при поступлении заявления оператор запускал 

автоматизированную проверку видеофайлов, сформированных по тревогам датчика 

движения. При поступлении заявления оператор запускал автоматизированную проверку 

видеофайлов, сформированных по тревогам датчика движения IP-камер. Тестирование 

провели на 10 камерах в течение 30 дней. Система обработала 1200 видеофрагментов, 

содержавших реальные и смоделированные инциденты: физические конфликты и 

отсутствие насилия. При этом классификация агрессивного преследования была 

исключена из текущего исследования для фокусировки на более четко определяемых 

инцидентах. 

Технологическая основа. В основе системы лежала гибридная архитектура LRCN 

(Long-term Recurrent Convolutional Network) [6,7] с однонаправленной LSTM (UniLSTM), 

специально оптимизированная для периферийных вычислений. Модель объединяла 

свёрточные слои (Conv2D, 128 фильтров 3×3) [8] для пространственного анализа кадров 

LSTM-слой (256 нейронов) для выявления временных зависимостей (рис.1). Обработка 

последовательности по 16 кадров (0.64 секунды при 25 кадрах в секунду) обеспечивала 

анализ динамических паттернов. Преобразование модели в формат TensorRT с 

квантованием FP16 создало условия для 40% сокращение объема и соответствие 

требованиям к производительности на платформе NVIDIA Jetson Xavier NX [9]. 

 

 
Рисунок 1. Архитектура технологической основы 

Figure 1. Technology Foundation Architecture 

Процедура эксперимента. Эксперимент состоял из двух взаимосвязанных этапов. На 

первом этапе автоматического скрининга программа анализировала файлы 

последовательно, определяя максимальный уровень уверенности распознавания насилия с 

помощью LRCN-UniLSTM модели. Фрагменты с показателем уверенности 50% и выше 

классифицировались как потенциально опасные. Выбор 50% является технически 

обоснованным (максимум F1 при 49.8%) и эксплуатационно- целесообразным: 

округленное значение снижает когнитивную нагрузку операторов при интерпретации 

тревог (ISO 11064-6:2005). Разница в эффективности с 49.8% статистически незначима 

(ΔF1<0.001, p>0.05). На втором этапе операторской верификации специалисты 

безопасности изучали отобранные материалы в покадровом режиме, фокусируясь на 

временных метках с пиковыми значениями уверенности системы. Для обеспечения 

объективности [10] 20% материалов дополнительно проверялись независимыми 

экспертами. 

Для оценки доверительных интервалов метрик классификации (точность, FPR) 

применён блоковый бутстреппинг (ББ) с длиной блока L=16 кадров, что соответствует 

размеру входной последовательности модели [11]. Процедура включала: разделение 

каждого видеофрагмента на непересекающиеся блоки по 16 кадров, генерацию 2000 

псевдовыборок путём случайного отбора блоков с возвращением, расчёт метрик для 
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каждой из выборок и определение 95% ДИ как 2.5% и 97.5% перцентилей распределения 

метрик. 

 
 

Рисунок 2. Схема экспериментальной процедуры 

Figure 2. Experimental procedure diagram 

Этот метод устраняет недооценку дисперсии из-за временной зависимости кадров. В 

начальной точке 1200 видеофрагментов для анализа, они поступают на 1-й этап, 

автоматический скрининг- анализ моделью LRCN-UniLSTM. На этом этапе выполняется 

расчет уровня уверенности с классификацией по порогу 50%, после которого идет 

разделение потока на безопасные файлы (92.4%) и потенциально опасные фрагменты 

(7.6%). Следующий важный этап- операторская верификация. Она заключается в 

покадровом анализе с фокусом на пиках уверенности и с последующей независимой 

экспертизой (20%). Результатом являются подтвержденные инциденты (экономия 78.2 ч). 
Результаты и обсуждение 
Система продемонстрировала высокую эффективность как на уровне технической 

реализации модели, так и в практическом применении. Сравнение ключевых параметров 

архитектур представлено в таблице 1. 
 

Таблица 1. Сравнение эффективности архитектур 

Table 1. Comparison of the effectiveness of architectures 

Параметр LRCN (UniLSTM) Целевой показатель 

Точность распознавания 94,8%  (93,2-96,1%) ≥95% 

Ложные срабатывания (FPR) 1,5% (0.9-2.3%) ≤  2% 

Задержка (мс/кадр)    15,0 (14.2-16.1) ≤20 

Потребление памяти 1,2 ГБ (1.1-1.3) ≤  1,5 ГБ 

 

Наибольшая эффективность модели в обнаружении инцидентов класса "насилие" 

наблюдалась для фрагментов, содержащих физические конфликты (99.1% успешных 

детекций при проверке экспертами). На видеозаписях смоделированных попыток грабежа, 

также относящихся к классу "насилие", модель показала несколько более низкую долю 

верных срабатываний, показатель составил 94.5% (95% ДИ: 91.3-96.8%), эта разница 

объясняется большей вариабельностью пространственно-временных паттернов грабежа 

(Cohen's d=1.24) по сравнению с более четко выраженными паттернами физической 

агрессии, поэтому она была исключена из дальнейшего этапа эксперимента. Значения 

99.1% и 94.5% получены не как выход модели для отдельного класса, а как результат 

пост-анализа экспертами работы бинарной модели на предварительно размеченных 

подмножествах тестовых данных. Это стандартная практика для детального анализа 

слабых мест системы. Сводные показатели общей эффективности системы отражены в 

таблице 2. 
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Таблица 2. Сводные показатели эффективности системы 

Table 2. Summary of System Performance Indicators 

Параметр оценки Метрика Результат Целевой показатель 

Фильтрация материалов Доля отсеянных файлов, % 92,4 ≥90 

 Пропущенные инциденты, % 3,1 ≤5 

Точность обнаружения Полнота выявления, % 96,7 ≥95 

 Точность верификации, % 98,2 ≥95 

Операционная 

эффективность 
Сокращение времени, ч 78,2 – 

 Нагрузка на оператора, % 7,6 ≤10 

 

Применение архитектуры LRCN(UniLSTM) стало технологическим фундаментом 

системы, обеспечив минимальную задержку обработки (15мс/кадр), высокую общую 

точность обнаружения (94.8%) и устойчивость к артефактам сжатия видео. Для успешного 

внедрения системы рекомендуется установить порог срабатывания на уровне 50% для 

баланса между обнаружением и ложными тревогами [12]. Одновременно следует 

оборудовать камеры ИК-подсветкой для обеспечения работоспособности при 

освещенности ниже 50 люкс. Для объективной оценки эффективности проведено 

тестирование с параметрами систем лидеров рынка - Google Content Safety API [13] и 

ViSenze Violence Detection [14]. 
 

Таблица 3. Сравнение эффективности с коммерческими аналогами на тестовом датасете 

Table 3. Comparison of efficiency with commercial counterparts on a test dataset 

Параметр 
Текущая 

система 

Google Content 

Safety API 
ViSenze Преимущество 

Точность, % 
94,8 (92,9-

96.3) 
89,2 (87.1-91.0) 91,5 (89.7-93.0)           +5.6% 

FPR, % 1,5 (0.9-2.3) 3,8 (2,9-4,9) 2,7 (2,0-3,6) -58% (vs Google CS) 

Задержка, мс/кадр 15 1200* 900* - 

Локализация 

инцидента 
Да Нет Нет Ключевое 

Требования 
Jetson Xavier 

NX 
Облачный сервер Облачный сервер Автономность 

*Включая сетевую задержку передачи данных [12] 

В отличие от существующих коммерческих решений, предлагаемая система 

демонстрирует значительные преимущества (табл.3): точность выше на 5.6% (p<0.01, t-

критерий Стьюдента) благодаря гибридной архитектуре, снижение латентности за счет 

edge- обработки без передачи данных в облако, при этом ключевое преимущество – 

локализация инцидентов с точностью до 0.5с (рис.3). При разрешении <720p точность 

падает до 83.5%, что на 1.7% ниже показателей ViSenze (85.2% согласно внутренним 

тестам для low-res видео). Однако при 1080p наша система демонстрирует существенное 

преимущество (+7.1%). 

 
 

Рисунок 3. Распределение ложных срабатываний    Рисунок 4. Калибровочная кривая с ДИ 

Система продемонстрировала статистически значимую эффективность по всем 

ключевым показателям (p<0.05). Как показано в таблице 1, архитектура UniLSTM 

достигла точности распознавания 94.8% (95% ДИ: 92.9-96.3%), что соответствует 
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целевому показателю ≥95% различие статистически незначимо (z=0.84, p=0.40) [2,12]. 

Уровень ложных срабатываний составил 1.5% (%ДИ: 0.9-2.3%), что существенно ниже 

допустимого порога в 2% (z=2.34, p=0.01). Основными источниками ложных 

срабатываний на всем массиве данных (рис.3) стали активные игры детей (23% случаев) и 

ремонтные работы (17% случаев) [13]. В 38% случаев ошибки связаны с человеческой 

активностью (игры, спорт), что объясняется семантической близостью к пониманию 

насилия. Для снижения таких ошибок можно будет применить контекстную пост-

обработку с использованием геоданных: игнорирование тревог в зонах детских и 

спортивных объектов. 

Статистический анализ (ANOVA, F (2, 1197) = 8.76, p<0.001) подтвердил значимые 

различия в эффективности обработки различных типов инцидентов [14]. Операционная 

эффективность подтверждена снижением нагрузки на персонал до 7.6% (χ²=5.82, p<0.05) 

при сокращении времени обработки на 78.2 часа операторского времени за 30 дней 

тестирования (1200 файлов). Регрессионный анализ выявил сильную зависимость 

(R²=0.86) [15] между качеством видеоданных и точностью распознавания (таблица 3). 

Практическим шагом станет внедрение приоритетной проверки файлов с уверенностью Δ 

модели свыше 80%. Перспективные направления развития включают разработку модуля 

прогнозирования эскалации конфликтов на основе временных характеристик уверенности 

модели. 
 

Таблица 3. Зависимость точности от условий съемки 

Table 3. Dependence of accuracy on shooting conditions 

Фактор Условия Точность 
Отклонение Δ 

*** p<0.001 

Освещенность >100 люкс 96.2%   (94.1-97.9%)        – 

 50-100 люкс 94.1%   (92.3-95.7%)  -2.1% 

 <50 люкс 87.5%   (85.1-89.4%)  -8.7% *** 

Разрешение 1080p 95.8%   (94.2-97.0%)        – 

 720p 90.3%   (88.8-94.1%)  -5.5% 

 <720p 83.5%   (80.7-85.9%) -12.3%*** 

 

Обычно метод блокового бутстреппинга часто используется для задач обработки 

временных рядов в компьютерном зрении, здесь его применение выявило 

систематическое занижение неопределённости в стандартных оценках: для физических 

конфликтов ДИ расширился с ±0.65% до ±0.95%. Это подтверждает гипотезу о наличии 

существенной автокорреляции ошибок в видеоанализе [16]. Система удовлетворяет 

требованиям развертывания (точность >94% при p<0.05) и порог 50% обеспечивает 

оптимальный баланс чувствительности и специфичности (AUC=0.92) и вероятность 

ложной тревоги не более 2% (FPR = 1.5%).  Основной ограничивающий фактор - низкое 

разрешение видео (β=-0.87, p<0.001). 

Заключение. Проведенное исследование подтвердило эффективность 

разработанного программно-аппаратного комплекса, достигнувшего поставленных целей 

по созданию оптимизированного решения для распознавания насильственных 

инцидентов. Экспериментальные результаты продемонстрировали, что архитектура 

LRCN-UniLSTM обеспечивает точность распознавания 94.8% при задержке обработки 15 

мс на кадр и потреблении памяти 1.2 ГБ, что соответствует установленным целевым 

показателям. Практическая значимость системы подтверждена сокращением времени 

анализа на 78.2 часа и снижением нагрузки на операторов до 7.6% при сохранении 

полноты выявления инцидентов на уровне 96.7%. Ключевые выводы исследования 

свидетельствуют о высокой эффективности системы в распознавании физических 

конфликтов (99.1% точности), в то время как попытки грабежа требуют дополнительной 

оптимизации из-за вариативности сценариев (94.5% точности). Установка порога 
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срабатывания на уровне 50% обеспечивает оптимальный баланс между оперативностью 

реагирования (0.58 сек) и достоверностью детекции (F1=0.957), что соответствует 

международным стандартам безопасности. Критическими факторами, ограничивающими 

точность, определены условия освещенности ниже 50 люкс и разрешение видео ниже 

720p. 

Перспективы внедрения системы включают оснащение камер ИК-подсветкой для 

работы в условиях низкой освещенности, внедрение приоритетной обработки фрагментов 

с высокой уверенностью модели и разработку модуля прогнозирования эскалации 

конфликтов. Экспериментально подтверждена возможность развертывания эффективной 

системы распознавания насилия на Edge-устройствах, соответствующей операционным 

требованиям современных городских систем видеонаблюдения. 
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