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Annomayun. Pane uucna 6 cucmeme ocmamoumviX KIACCO8 NOKA3bIEAEM KOIUYECHIBO
nepexo008 uepe3 OUAnazoH Npu nepesooe Yucia 6 NO3UYUOHHYIO CUCIEM) CYUCTEHUS U NO38015em
nosvicums 3QhheKmueHoCms HeMOOYIbHBIX ONepayull u onpeoeiums 8blxo0 3HAYeHUll 3a OUANA30H.
OcHoBHbIM NOOX000M K BbIYUCTIEHUIO PAHed AEIsemcsi Ucnonviosanue Kumatickou meopemvl 06
ocmamxax. B cmamve npednosicen nooxoo, no3eonsiowull GbIYUCIUMb PAHE C UCNOTb308AHUEM
Habopa CneyuanvbHblX uucen, OAs8 KOMOPbIX 3apaHee GulYUCieHvl paneu. Mooenuposanue
PACCMOMPEHHBIX MEMOO08 NPoU3Ee0eHo Ha ssvike npozpammuposanus Python. Ilposeden ananus
NOIYYEHHBIX Pe3YIbMAamos U OaHbl PeKOMeHOayuu OalbHelule2o UCNOIb308AHUSA NPEOTIOHCEHHO2O0
Memooa.
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Abstract. The rank of a number in a residue number system indicates the count of transitions
through a range when a number is converted to a positional number system and allows for more
efficient non-modular operations and detection of values out of range. The main approach to
calculate the rank is the use of the Chinese Remainder Theorem. In this article the approach which
allows to compute the rank using a set of special numbers for which ranks are computed in advance
is proposed. The simulation of the considered methods is done in the Python programming
language. The results are analyzed and recommendations for further use of the proposed method
are given,

Key words: residue number system, rank of the number

Funding: The research was supported by Russian Federation President Grant SP-
3186.2022.5.

For citation: Kuchukov V. A., Babenko M. G., Kucherov N. N. Investigation of the rank of
a number in the system of residual classes. Modern Science and Innovations. 2023;2(42):41-49.
https://doi.org/10.37493/2307-910X.2023.2.4

Issue No. 2, 2023 41


mailto:vkuchukov@ncfu.ru
mailto:mgbabenko@ncfu.ru
mailto:nkucherov@ncfu.ru
https://doi.org/10.37493/2307-910X.2023.2.4
https://doi.org/10.37493/2307-910X.2023.2.4

CoBpemenHas Hayka u uHHOBauun. 2023. Ne 2 (42)

Introduction. The Residual Class System (RCS) is a non-positional number system in
which a number is represented as remainders on a set of coprime numbers called RCS modules. In
this case, operations such as addition, subtraction and multiplication can be performed
independently for each of the remainders, the size of which is much less than the size of the original
number. In the case of large numbers, in particular, more than 32 bits, the size of the modules can
be of the order of 7-9 bits. Thus, the system of residual classes finds its application in cryptography
[1-2], digital filtering [3], and other areas in which the main operations are addition and
multiplication. The corrective properties of the residual class system allow it to be used to detect
and correct errors [4]. The system of residual classes is especially effective in the case of its
implementation on specialized integrated circuits [5], which allow you to build a circuit taking into
account the size of the modules and the required modular operations.

However, a number of operations in RCS, called non-modular, require knowledge of the
positional characteristics of the number. Such operations include division, comparison of numbers,
determination of the sign of a number. Increasing the efficiency of computing these operations can
be solved by reducing the computational complexity of determining the rank of a number in RCS.
Another application of the number rank function is to control arithmetic operations.

The article is further organized as follows. Section 1 discusses the basics of the residual
class system and known methods for calculating the rank. Section 2 proves a number of assertions
that make it possible to increase the efficiency of the rank calculation. Section 3 is devoted to
modeling the considered methods in Python. In conclusion, recommendations are given for the
further use of the proposed method.

1. Investigation of the rank of a number in the system of residual classes

Let a system of residual classes with modules be given {p;,p,...,pn}, Which allows
representing the number X € [0, P), where P =[]~ p;, in a unique way in the form of remainders
after dividing the number Xby modules p;, i.e. in the form X = (xq, x5, ..., x,)[6].

At the same time, to obtain a representation of the number Xgiven in the form of remainders
(x4, x5, ..., X, )in the positional number system, we use the Chinese Remainder Theorem (CRT):

n n

(
inBi =ZXiBi—TXP 1)

i=1 P i=1
where B; = P; - |Pi‘1|piare RCS bases, P; = P/p;, |Pi‘1|piis multiplicative inversion. ryis a

X =

positive integer, called the rank of the number X, showing how many times the dynamic range of
the system Pwas surpassed when moving from the representation in the residual class system to the
positional representation of the number.

Using the rank of a number allows you to establish the fact of the exit or non-exit of the
result of arithmetic operations from the range [0, P), i.e. range overflow. Also, the rank of a number
is used in the error correction of a modular code, to determine the sign of a number.

From (1) the rank can be found by the formula

rX—[le by ‘ ),

We transform formula (1) as follows:
n

— -1

B Zpi . ||Pi |Pi.x
i=1

In this case #(X) = { ||P 1| xl| | is the normalized rank of the number.

n
= Zpi : ||Pi_1|pi-xl-| '—?(X)-P.

Consider an example of calculatlng the rank for an RCS {2,3,5}for which P = 30, P, = 15,
P, =10, P; = 6, |P1‘1|p1 =1, IPz‘llp2 =1, |P3‘1|p3 =1.
Then from formula (1) for the number X = 14 = (0,2,4)we obtain
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15-1-0+10:-1-246-1-4—1x-30=14=>ry = 1.
Similarly, from formula (2):

1 1 1
L
Obviously, calculations on a computer with fractional values according to formula (2) are

difficult to implement and can lead to rounding errors. In the article [7], an approximate
implementation of the rank of a number is proposed, for which the function

Ry = [Z K; Xi/ZN‘» 3) (

where k; = [|P;*|_ 2" /p;|. The rank value is calculated from Theorem 1.
olps

Theorem 1. If N = [log, p], then ry = Ryorry = Ry — 1, where p = Y\, p; — n.
For SOC {2,3,5}value N = [log,(1 + 2 + 4)] = 3, then

k=[] = 4k, = [ =3, ks = [£2] = 2.
Then

4-0+3-2+2-4
Rx = l 23 J

From Theorem 1, the rank of the number ry = Ry = 1or ry = Ry —1 = 0. Clearly,
clarification is needed to determine the exact value.

If we use the estimate N = [log, P p|from [8], then the resulting rank is Ry = ry, but in this
case the dimension of the operand increases significantly.

Consider methods for calculating the rank in the case when the ranks of a series of numbers
are known.

In [6], Theorem 2 on the rank of a sum was introduced.

Theorem 2. If in the system of residual classes with modules {p,, p,, ..., p,}and range Ptwo
numbers X = (xq, x5, ..., xp)and Y = (y4, y,, ..., ¥, )With ranks ryand ryrespectively are given, then
the rank 7y, ,0f the sum of these numbers is equal to

n

Xi tYi _ (
rX+Y:rX+rY_Z[ o ]'lPi 1|Pi' 4)
i=1

Expression (4) allows us to calculate the rank of the sum over the ranks of the terms. In this
case [%] =1, if x; +y; = p;and [ﬂ] = Ootherwise, i.e. there is an addition of those
l

Di

|Pi‘1|pifor which x; + y; = p;, i.e. sz+yz2pzlpi_1|pi-

Consider an example. Let's take two numbers X = 14 = (0,2,4)and Y = 15 = (1,0,0)in
SOC {2,3,5}. It is shown above that ry, = 1. For Yby formula (2) we obtain

Ty = E-l+%-0+%-0] = 0.

When adding numbers x;and y;there was no transition through the module, therefore
inﬂ/izmlpi_llpi = 0.

Then ry,y =14+ 040 = 1. Let's check the value, find the rank of the sum X +Y =
(1,2,4).

1 1 1 59
x+y = l§'1+§'2+§'4j = l% = 1.

Theorem 2 allows us to simplify the algorithm for finding the rank of a number. Thus, in [6]
it is proposed to use the numbers M; =1, M, = p;, M3 = p1py, ..., My =p; -y - ...  Pp_1and
their ranks to calculate the rank of the number A. To do this, Athe number is added to the number
M;so many times that the digit of the number Ain the base p,becomes equal to zero. Similar actions

are carried out with other bases until a number is obtained P = (0,0, ...,0)for which the rank is -1.
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Consider this method for RCS {2,3,5}and numbers X = 14 = (0,2,4)in RCS {2,3,5}. Then
the values M;and their ranks are equal:

1_(111)_1 rl_l151+101+61J
M; =(0,01)=2-3=6,r
Thus,

=1,M,=(022) =21, = |
Ty = l150+13(:)0+6 1J =0

15:0+10-2+6-2
—| =1,

Txem, =Tx + 72— Py, = IP3 p, =1 +1-1-1=1y -1,
Tx+2M, =(Tx—1)+7'2_|P2_1|p2 =(x—D+1-1=ry—1,
Txsompenms = x =D +1r3=0x—1D)+0=1ry -1,

Txsamproms = x =D +13 =P, =y —1D+0-1=ry—2=1p = -1

Thenry — 2 = —1from where ry = 1.

The disadvantage of this method is the uncertainty of the required number of additions.

The development of this idea is proposed in the article [9], which considers the non-iterative
calculation of multiplicities a;and the introduction of additional substitution tables for storing ranks
r(a;M;)and variables w;for calculating the transition through the module. In this method,
M;multiplicative inversions are calculated for bases |M{1|p'. In addition, for each module, p;a

substitution table of p; — 1word length is calculated, each j-th line of which (1 <j<p;—
1),contains the rank r(a; M;), where o; = |j : |Mi‘1|p_| is the multiplicity of the number.
13 p

For a number, the multiplicity X, =X = (x§°),x§°), (0))and product a,M; =
(mgl),mgl), m)are calculated o, = |(p1 - xfo)) : |M1‘1|p1| , for which the sum X; = X, +

o, Mywill look like X; = (0, xgl), (1)) When summing, the transmon through the modulus p;is
©) @
fixed in the variable w; = IX—J And the rank is selected from the lookup table r(a; M;).
The described steps are repeated for i € [2,n]. The result is a number X, =P =
(0,0, ...,0)whose rank is -1.
Then the rank of the original number
n n

r(X) = Z Wilp'_ll - Zr(a.M.) -1 5 (

i=1 i=1

Consider an example for RCS {2,3 5} Then the table for storing ranks r(a; M;)will look like

1
(1 1 )
0 0 O
Let's consider a number X = (0,2,4). Then a, = |(p; — x2) - |M2_1|p2|p2 =[(3-2)-
127 315 = 2, a;M, = (0,1,4), r(az M) = 1.
The amount is X, = X + a,M, = (0,2,4) + (0,1,4) = (0,0,3). In this case, there were
transitions through the module according to the bases p,and p3, whence w; = 0, w, =1, w3 = 1.
Next, the multiplicity is a3 = |(ps—x3)- |M3‘1|p3|p3 =[(5=3)-167 5|5 =2
calculated.as; M5 = (0,0,2), r(azM;) =0
The amount is X; = X, + a;M;3 = (0,0,3) + (0,0,2) = (0,0,0). In this case, there was a
transition through the module according to the base p5, from whichw; =0, w, =1, w3 =1+1=
2.

this:

Then from formula (5) we get:
r(X) = W1|P1_1|p1 + W2|P2_1|p2 + W3|P3_1|p3 —r(yM;) — (M) —r(agM;) — 1 =
=0-1+1-14+2-1-0-1-0—-1=14+2-2=1.
2. Modification of the method for calculating the rank
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Let us introduce a new approach that allows us to simplify the above calculations.

Let us take as bases E;for calculating the rank the numbers consisting of i zeros and ni ones,
ie. E, =(1,1,..,1), E, =(0,1,..,1), ..., E,_; = (0,0,...,1). To simplify obtaining the digits of a
number from the basis, we introduce a statement about the rank of the basis multiplied by a
constant.

Statement 1. For an RCS with modules {p,, p,, ..., p,}and bases of rank E;, i = 0, ...,n — 1,
where E; =(0,...,0,1,...,1), then for any a € Nsatisfying the condition 0 < a < px,,, the

i n-—i
1 ‘ (
k )
P

where fork = 0: [[_,p; =1, My =P, fork=1,..,n—1: My = T
i=1Fi
Consider an example for RCS {2,3,5}.

expression
a
My

Tag, = a° Tg t

P 1
For E1 - (O,l,l)We QEt Tg, = 0, Ml - Z N 15, H%=1pi My =8
Then 2E, = (0,2,2), 7(0,2,2) = 1and from (6):
2
T2E, _2'0+IE.8J =1
P 1
For E, = (0,0,1)we get rz, = 0, M, = e 5, Meivily, L

Then 4E, = (0,0,4), r(0,0,4) = Oand from (6):
TaE, =4-0+E-1J = 0.

We apply Statement 1 and Theorem 2 to find the rank of a number. We use formula (5), in
which the multiplicity a; = p; — x;.

Let's find the rank of a number X = 15 = (1,0,0)in RCS {2,3,5}.

The remainder modulo p,is 1. Calculate the multiplicity a; = p; — x; = 1. So, let's take it
Ey = (1,1,1)with the rank 7, = 1.

At the same time, X + E, = (0,1,1)in which there was a transition modulo p,.

Since the remainder modulo p,the number X + Ejis equal to 1, then the multiplicity a, =
3 —1 = 2and for E; = (0,1,1)c rank rz, = Oaccording to formula (6) the rank of the product is
equal to

2 1 2-8
T'2E1=2'r151 ", =2.0+[E = 1.

" M; Ip,

Then X + E, + 2E; = (0,1,1) + (0,2,2) = (0,0,3), while there was a transition modulo p,.

Since the remainder modulo psnumber X + E, + 2E;is 3, then the multiplicity a; =5 —
3 = 2and for E, = (0,0,1)c rank r, = Oaccording to formula (6) the rank of the product is equal to
2 ]2 | 2.0+ [2 ' 1J 0
M; 1p;y-p; M, 5 .

Then X + E, + 2E; + 2E, = (0,0,3) + (0,0,2) = (0,0,0), while there was a transition
modulo ps.

By formula (5) we get

r(X) =P p, + 1Py, + 1Py, —1(Ep) —1T(2E) —1(2E;) — 1=
=1+1+1-1-1-0-1=0,

which is consistent with previous calculations r(15) = 0.

The application of this approach makes it possible to replace the storage )i~ p; — nof
values with the calculation of the multiplicity, which will significantly reduce the amount of
equipment used for large modules.

TZEZ =2 -TEZ +
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1

Ny can be written to

My

For the case of hardware implementation E;, the values r;, , Mi
K

memory.

The rank of the number obtained as a result of arithmetic operations is the calculated rank of
the number. In the case of correct operations, the calculated rank coincides with the true one, while
if the range is overflowed, Pthese ranks will differ.

3. Modeling methods for calculating the rank

Rank calculation simulation was done on a MacBook Air with Apple chip M 1 and 16 GB of
RAM using the Python programming language. As a measured indicator, the calculation time
obtained using the time its library was chosen.

Modules were taken, the dynamic range of which exceeds 8, 16 and 32 bits. The modules of
special form, 2", 2™ + 1[10] have the greatest efficiency when working in the system of residual
classes.2™ — 1

As methods for calculating the rank for modeling, the method based on the CRT, the
approximate method based on the CRT, the method from the article [9], the proposed method was
chosen.

The CTO-based method given by formula (2) requires division with a remainder by a large
modulus P.

An approximate method based on CTO according to formula (3) with an estimate N =
[log, Pp]requires operations with numbers of large capacity, however, the operation of finding the
remainder by a large modulo is reduced to taking the least significant bits of the number.

The rank from [9] can be obtained from formula (5). At the same time, both to calculate the
multiplicity o;and the product, a;M;it is necessary to find the remainders modulo. The method
considered in the article [11] based on the period and half-period of a number was taken as a
method for finding the remainder. This method allows you to reduce the process of finding the
remainder to the addition of numbers of a smaller dimension. All possible constants of this method
were calculated in advance. For hardware implementation on integrated circuits, the authors
recommend storing tables with ranks in memory, but this significantly increases the required area.

The proposed method based on Statement 1 makes it possible to avoid storing a large
number of constants and finding residues by RCS modules, but the dimension of the operands
increases.

Table 1. Simulation results

Module set Computation time, microseconds
Chinese Approximate  Chinese | Method from | Suggested
remainder remainder theorem article [ 9] method
theorem
8 bit
{5,7,8} 8,362 0.761 1,099 1,095
{5,9,16} 8,452 0.786 1.085 1.082
{7,15,16} 8.497 0.754 1,084 _ 1.082
16 bit
{5,7,9,17,32} 13.805 0.981 1.445 1.436
{15,17,31,32} 11.519 0.888 1.255 1.253
{31,63,64} 8.551 0.825 1.112 1.084
32 bits
{3,7,17,31,65,127,128} 19.381 1.423 1.775 1,760
{9,17,31,65,127,128} 16,700 1.291 1.604 1.592
{1023, 2047, 4096} 8.713 0.929 1.089 1.084
64 bits
{511,1023,1025,2047,4097,8192} | 17.425 1.391 1.637 1.624
{2047,4097,8193,16385,32768} 14.857 1.236 1.461 1.447
{2097151,4194303,4194304} 9.541 0.974 1.091 1.089
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From Table 1, it can be seen that with an increase in the dimension, the calculation time
does not actually change, this is due to the dimensional grid of the processor, however, it becomes
difficult to calculate the constants for these methods.

Conclusion

It can be seen that the approximate method based on the CRT has the highest efficiency, the
method based on the CRT showed the worst time, while the proposed method and the method from
article [9] have a similar calculation time. However, the simulation did not take into account the
time of calculating the constants, which is also important when designing systems. So, for 128 bits,
the calculations in the method from the article [9] turned out to be resource-intensive, and could not
be completed in the allotted time.

In the case of implementing methods on a computer, the running time varies depending on
the number of modules, but depends less on the size of the modules. At the same time, the proposed
method has only a slight advantage, about 1%, in comparison with the method from [9].

Further studies of this problem can be directed to the implementation of methods using
ASICs , which allow you to adapt circuits taking into account the size of the modules. At the same
time, the proposed method requires significantly less equipment for storing constants, compared to
the method from [9].

It is also possible to use the proposed method for determining the rank to determine the sign
of a number.
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