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Annomauus

Mamemamuueckasi modenvb ucnoav3yemas O0as yeumpos obpabomku Oaunvix (L{O/]),
06601’16'{1/1661}01{461}1 peuerue 3a0a4u OYeHKuUu ee np0u3600umeﬂbﬁocmu ¢ yuemom cmenenu
saepyscenHocmu.  Pabomocnocobnocmv  npednoscenHot mooenu u npoepka  NoOJYYEeHHbIX
pesyibmanos ocywecmeileHa nymem umumayuoOrHO20 Modeﬂupoeaﬂuﬂ. B xauecmee ocnoeHbix
noxkazamejiell Kaiecmea UCNOIb308aAHbl XAPAKMEPUCMUKU CPeOHell ONUHbL ouepedu, cpeoHell
3a()ep9fc1<u U 6eposinmHocmu nomepu naxkenioe. Mamemamuueckum annapamom o0 OYEHKU OaHHbIX
nokazameJiell Ka4ecmea A6/semcs meopus mMaccoeo2co O6Cﬂy9f€u6aH1/l}Z. Cucmema pacnpedeﬂeHuﬂ u
66L/lchup06Ku HAaZcpy3Ku npedcmaeﬂeHa KaK MHOCOKAHAJIbHAsA cucmema ¢ ocpaHudeHuem no onune
ouepeou, GKIIOYAIOWAs 8 C80U COCMA8 HeocpaHudyeHHbll Oyghep (Ouckogylo namsamv) 011 6cex
cepsepos Kiacmepa, a makice 6xoonvie 0yghepbl 0ePaAHUYEHHOU eMKOCMU OJisl KaXC0020 cepéepa.
Moodenv  nocmpoena ¢ yuemom  0coOeHHOCmeU  cemegoeo  MmMpagpux — COBPEeMEHHbIX
UHOKOMMYHUKAYUOHHBIX — cemell, XapaKkmepusyemoz20 CEOUCMBAMU CAMON000OUs, npuyem
kaocowiti 6ud mpagurxa (HTTP/TCP, HTTPS. SMTP/TCP, VolP, FTP/TCP, IP, Ethernet, ATM)
onucsleaemcs moJjabKo XapaxkmepHsbiMm 0Nl He20 3aKOHOM pacnpedejzeﬁwl KaK UuHmepealoe
nocmynjlieHus nakemoe, maxk Uu onuHamu nponioKoJIbHblX O10K08. ﬂﬂﬂ yuema ocobennocmer
nocmynarweco 6 cucmemy CamonooobHo20 cemeso2o mpad)uka npou3600umc;z €20 onucdHue
@paxmanvreim 6poyHosckum ogudicenuem fBM/M/I/N u cneyuanvnou gyuxyuei, 3asucaujeti om
Koaghuyuenma camonooobuss H (xoda¢puyuenm Xepcma). [Ipeocmasnennas mooenb Moxcem
ObIMb UCNOIBL3068AHA MAKdCe O npOSQ()@HHﬂ uccneoo8anuil Xapakmepucmuk cemeeoco mpaqbuka
C Yyeijvbio npedomepamele cemesvblx nepecpy3oK U MUHUMU3AYUU nomepbo.

KiaroueBble cJjioBa: ceTeBOH Tpaq)I/IK, C&MOHO)IOGI/IC, AOJITOBPEMCHHAA 3aBUCHUMOCTD,
KJIaCTEPbI CEPBEPOB, OaTaHCUPOBKA HArPY3KH.

Abstract

A mathematical model of the system for distributing and balancing the load of servers of
clusters of data processing centers (DPC) is proposed, which provides a solution to the problem of
assessing its performance, taking into account the degree of workload. The performance of the
proposed model and the verification of the results obtained were carried out by simulation. The
characteristics of the average queue length, average delay, and packet loss probability were used
as the main quality indicators. The mathematical apparatus for evaluating these quality indicators
is the queuing theory. The load distribution and balancing system is presented as a multi-channel
system with a limit on the length of the queue, which includes an unlimited buffer (disk memory) for
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all servers in the cluster, as well as input buffers of limited capacity for each server. The model is
built taking into account the features of the network traffic of modern infocommunication networks,
characterized by self-similarity properties, and each type of traffic (HTTP/TCP, HTTPS.
SMTP/TCP, VoIP, FTP/TCP, IP, Ethernet, ATM) is described only by its characteristic distribution
law as packet arrival intervals and protocol block lengths. To take into account the features of the
self-similar network traffic entering the system, it is described by the fractal Brownian motion
fBM/M/1/N and a special function that depends on the self-similarity coefficient H (Hurst
coefficient). The presented model can also be used to study the characteristics of network traffic in
order to prevent network congestion and minimize losses.

Key words: network traffic, self-similarity, long-term dependence, server clusters and load
balancing.

Introduction

In connection with the widespread use of data processing centers (DPCs), the task of
optimizing their parameters becomes relevant, the solution of which depends on the characteristics
of the system for distributing and balancing the load of data center cluster servers, performance
indicators and throughput of its communication system. It is known that the traffic of modern
infocommunication networks with packet switching has statistical characteristics associated with
fractal (self-similar) processes, characterized by a measure of stability of long-term dependence,
fractal dimension, correlation parameters, spectral and fractal indicators [1-5]. The flow of
applications entering the service in the data center can be described by fractal Brownian motion,
since network traffic such as HTTP/TCP, FTP/TCP, SMTP/TCP, VolIP, IP, Ethernet, ATM has self-
similar or fractal characteristics [6]. Classical queuing models, characterized by the exponential law
of distribution of both the incoming load and its processing, are not applicable here. Therefore, one
of the possible solutions to this problem is the development and application of algorithms and
models for the efficient distribution of tasks within data center clusters in order to optimize the use
of resources and reduce computation time under fractal load conditions. Taking into account the
fractality (self-similarity) of the load entering the data center provides high-quality service for
modern high-speed digital data streams, a rational choice of data center equipment, and the
elimination of congestion and queues.

Despite the large number of publications that offer effective approaches to solving this
problem [7,9,13,17], the problem of rational resource allocation under the conditions of a fractal
(self-similar) traffic structure of various applications and services remains relevant. The article
proposes analytical and simulation models of a load distribution and balancing system that allow
determining the main probabilistic and temporal characteristics of the processes of its interaction
with a cluster of data center servers under different server loads in a fractal structure of network
traffic.

The purpose of this article is to develop analytical and simulation models of a load balancing
system for servers in data center clusters under conditions of a self-similar structure of network
traffic.

1. Research methodology

One of the most important elements of a data center server cluster is the load distribution
and balancing system, shown in Figure 1, which provides solutions to the problems of managing
cluster resources, distributing requests and their corresponding applications.
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Figure 1 - Load distribution and balancing system

At the same time, the duration of servicing a data center request depends on the current state
of the load balancer, the workload of the servers and the switching system. Overloading this system
leads to uneven server load, a decrease in the efficiency of distribution and balancing algorithms,

and a decrease in the quality of information services. The load balancing system model is shown in
Figure 2.
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Figure 2 - Model of the load balancing system
The input of the load balancer receives independent streams of self-similar traffic of various

types A, | =1k, characterized by scale invariance, distributions with "heavy tails", parameters of
fractal Brownian motion.
The distribution density of the duration of traffic processing when it enters the load balancer,

when all cluster servers are free, is equal to f;,(t). Let us denote the probability of such an event

P... The duration of traffic processing has a distribution density f.,(t)if it arrives at the moment
when the cluster servers are busy and the memory is free. We denote the probability of such an
event as P,. The duration of traffic processing has a distribution density fig(t) if it arrived at the

time when both the servers and the cluster memory are busy. The probability of such an event P .
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We consider that nil(t) is the number of requests of the i -th type that arrived at the load

balancer during the interval (0,t) in an unloaded system, when the central buffer, internal memory,
and cluster servers are free.
The number of requests of the i -th type, received in the time interval (0,t), when the

servers are busy, but there is no queue for processing, we denote ni2(t) :
The number of requests of the i -th type, received in the time interval (0,t), when the

internal memory and servers are busy, will be denoted by nis(t). The average service time for
requests of the i -th type will be determined by the expression

T, =n;®-Sq,
where j=1,2,3, s is the average processing time of an application.

balancer idle time in stationary mode

k 3 _
T, =t—zznij(t)'8ij .
i=1 j=1

The total number of requests in the system at t — cowill be equal to
k 3

n (t) = 4 -(t—ZZnij (t)-Si).
The number of requests received during the sel:\l/e]:lbusy time interval will be equal to
N (1) +n (1) = 4 'Zkl:_zs;,nij ®-Si.
| The probability that the Atsystem will not receli;/eji -th requests for service in time will be
equal to

At
PAt _ He—mt _ e—AAt,
i=1

At
where A=) 1.
i=1
The probability of receiving a service request if the system is busy during the time S is equal
to

> /lefﬂ,h — //11(1_67/18) .
= A
It follows from this that at t — o0, N, (t) it will be equal to

=433, 0]1- X 1,50 |

i-1 j=1

P, =

As follows from Figure 2, the probability of delay in processing an application P, is
determined by the formulas [15]:

aV N1 N N -1
P=P—* - p=|YZ, % |
OUNI-p)" {Zk' N!(l—pk)}

A
wherea, = A v P = A i
Nﬂk N,le icl Zﬂiri
iel
A, M, T7;- the intensity of receipt, processing of applications and the time of their
processing.
The probability that an application will be processed without a queue is
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R=1-P
The probability of a request arriving in one of the segments of the central buffer of the
system is equal to P;and is determined by the expression

P _w
3 1 S+l T
= Px

The probability that applications are waiting for service in the internal memory of the
cluster, when the servers are busy, can be obtained from the condition
P+P+P =1
Then, taking into account the degree of loading of the cluster servers, the average time for
processing an application is equal to

1
t, Z[TSPl-I—(TW-}-TS)PZ-I—Tr%]ﬁ.

3

where 7 is the statistical service time of the request, 7, is the statistical waiting time for service,

7T, is the fixed time of the request being in the central buffer.

The total input traffic of the data center, obtained by combining a large number of flows
from various sources, each of which is characterized by its own distribution law, is characterized by
fractal (self-similar) properties, ignoring which leads to a decrease in quality of service indicators
(an increase in queue lengths on interfaces of buffer memory blocks, average delays packet flows,
loss probabilities), causes an overload of the elements of the center. For example, approaching the
coefficient of self-similarity of the input traffic H to 1, for systems oriented to the processing of
Erlang flows, leads to significant traffic losses and requires a significant increase in the amount of
buffer memory to maintain a given quality of service [8,11,14]. Therefore, to study this system, a
queuing system was used, the load of which is described by the characteristics of the fractal
Brownian motion. Fractal Brownian process with Hurst exponent 0,5 < H <1refers to a random

process in which for a normally distributed random variable A" (t), the mean value A" (t)is zero

for any t, and for the covariance A" (t)and A" (s), the expression [16,18] is true A" (0) =0
H H _ 1/ om 2H 2H
E[ A" (t)-A (5ﬂ-§@ s —Jt—sf").

The dispersion A" (t)is proportional tZH,and the trajectory has a fractal dimension
02 Tl-rlu.Js, a fractal Brownian process is a Gaussian process of the form
A(s,t):N(m(t—s),v(t—s)),
where A(s,t)is the amount of data;m=1..,M; s<t; A(st)=A(t)-A(s);
Var(A(s,t)):V(t—s).
For this process{A(t),tZO} E A(t)=mt, dispersionV (t)=t*", H e(0,1)is the Hurst
exponent .

It is known that such a process is characterized by a long-term dependence at H > 0,5, and
its parameters are close to those of a Gaussian process with mathematical expectation nmt and

dispersion V (t)[lO, 12]. This makes it possible to use Gaussian models to describe self-similar

traffic.
The formulas for calculating the queue in the central buffer memory block, packet delay and
the probability of its loss due to buffer overflow are presented below [19]:
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where ,, .is the channel load (i, j) e E, namely: p,; = *=——— n— probability of no packet loss at

i
the buffer memory input; Gi— channel capacity (i, j) € E ; H is the Hurst exponent .

2. Model experiment
The simulation model of the load balancing system was developed and implemented in the

AnyLogic simulation environment using the Java programming language. A simplified logical
structure of the model is shown in Figure 3.
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Figure 3 - Logical structure of a server cluster in the AnyLogic environment

Source - request generator;

queue — queue formation;

delay — delay generation;

match — transmission matching block;
select output — load balancing block;
sink - termination block.

To build the logic of the service request distribution system model, the Enterprise library
was used. library. When implementing the load balancing module, the Least algorithm was used
Connection, which takes into account the current load of the server cluster. The level of requested
server resources is evenly distributed. The switching system and communication channels are
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limited to a bandwidth of 1 Gb/s. The cluster under study includes 10 servers with performance
distributed in the range (0-1). An unlimited amount of segmented central buffer memory is
assumed. The time spent by the request in the central buffer, when the cluster memory is occupied,
is taken equal to 0.01 sec. The law of distribution of intervals for the arrival of packet streams is
described by the characteristics of the fractal Brownian motion fBM / M /1/ N. The protocol block
durations are described by a deterministic distribution law with an average value of 1000 bytes. The
system input receives 50 input streams, with an intensity of 60 messages / hour=0.017 messages
/sec. with uniform distribution between the elements of the central buffer. Load balancer service

direction - switching system - server cluster is modeled by the system M|M|N, load balancer
service direction - cluster memory - switching system - server cluster is modeled by the system
M|M|N|m, service direction load balancer - central buffer is modeled system M | M | N|m(V) .

When estimating the memory size of a server cluster, the probability of message loss is
taken equal P =00land is estimated by the expression [20]: P =1-R(V),where
RV)=7(p,ax)/T(p), P=r*/(,—r), a=r/(,-r), L=5+gq,
=0, +2006,+6, 6,=01-R)p/q, 5, =@1—P)p(p+1)/q?, Where T"(p)is the gamma function;
»(p, gx) is the element of the gamma function; p is the distribution parameter; I, I;is the moment
of the total volume of messages; @.,®,— moment of average message duration;

@, =1/p; ¢, =(2— p)p’; P,— probability of missing messages.
The stationary distribution function of the memory size of the server cluster is [20]

D(x) = By + (1~ R) L2
I'(p)

The load redistribution between the cluster servers is set by the normal law. The results of
the experiment are the dependences of the average packet processing time by the load balancer and
the probability of their losses from the load of the cluster servers, as well as the dependence of the
message processing time by the load balancer on the amount of cluster memory

Many of these metrics provide a measure of how well a load balancer is performing. The
research results are presented in tables 1, 2, 3.

Table 1 - Dependence of the average processing time of network packets on the load of the servers of the data
center cluster

Server loading 0.51 0.55 0.63 0.69 0.75 0.82 0.85
T sec. 0.11 0.27 0.32 0.74 1.13 1.76 2.01

Table 2 - Dependence of the average processing time of network packets on the amount of memory of the data
center cluster

Cluster memory 5 10 15 20 30 40 50
size
T sec. 0.14 0.11 0.09 0.07 0.05 0.04 0.03

Table 3 - Dependence of the probability of network packet loss on the load of the servers of the data
center cluster
Server loading 0.51 0.55 0.63 0.69 0.75 0.82 0.85

P J_ 0.01 0.02 0.03 0.04 0.05 0.06 0.07

Conclusion
One of the most important components of a data center server cluster is a balancing system
that implements efficient load distribution algorithms in order to reduce the time for executing user
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requests. The performance of the balancing system has a significant impact on the quality indicators
of the entire server cluster. The article proposes analytical and simulation models for solving the
problem of studying the main indicators of the quality of a given system, depending on the degree
of loading of the servers of the data center cluster. The solution of the problem is based on
determining the parameters of queuing systems. The proposed model is investigated in terms of
queue length in the central buffer memory block, packet delay, and packet loss probability. The
performance of the proposed model was verified by simulation on the AnyLogic platform using the
Java programming language and the Enterprise library. As a result of the model experiment,
dependencies were identified that affect the quality of user service indicators. The presented model
can be used to study the characteristics of network traffic in order to prevent network congestion
and minimize losses in the load balancing system of data center cluster servers.
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