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Annomauyus

B cmamwe npedcmaeﬂeHo onucanue memooa 6aﬂancupoeku HAacpy3Ku 6bl4UCiumeslbHoco Kiacmepa yenmpa
oopabomxu oannvix (L{OL) 6 ocHo8y Komopo2o nonodicen 8eposmHOCMHbII NHOOX00 YNpewIcoaroue2o npocHo3Uposa-
HUSL COCMOSIHUL NAKEMHO020 mpaqbuka, cqbopMupoeaHHbzﬁ HA OCHO6€ pe3yibmamoe eco cmamucmu4ecKkoclo, Henunell-
HO2O0 U cnekmpalbHo20 aHaau3d. CDpaKmaJlebze ceolicmea cemesoco mpad)uka sAens0mesi 000CHOBAHUEM B03MOJHC-
Hocmu npedc;camﬁuﬂ, N0360JI510M ¢ 00CMAMOYHO DONLULOU 6EPOSIMHOCMBIO NPOCHO3UPOBANb NOs6IeHUe HA omoelb-
HbIX 6DEMEHHBbIX UHMEPBAlax 6CN1eCKO8 U cnaooe e2o dKmueHocmu, evlielleHue nepuodoe B603MOIICHOU nepecpysKu
cepeepos u cemesoeo 000PYO0BAHUS U  OeNAOM B03MONCHbIM PA3PAOOMKY Memo008 3¢phekmusnoco naanuposanus
u pacnpeoenenus 3a0ay euympu LJO/], obecneuenue cmamucmuiecku pagHOMEPHOU 3a2pPy3Ki €20 (YHKYUOHATbHBIX
2J1eMEHMOB6. CneKmpaﬂbelﬁ AHAIU3 6PEMEHHO20 pﬂda npoeodumc;l nO HOPMUPOBAHHbIM OMKIOHEHUAM d)akmuuecmtx
ypoeneﬁ om C2NAINCEHHbIX. Omcymcmeue CYWeCmeEEeHHbIX NUKO8 CNEeKmMpAIbHbIX OYEHOK 20680pUM 06 omcymcmeuu
nepuoouyeckux xonebanuu. Ilokasano, ymo Cymmupoganue Yyuxios pasnoco nepuooa OUHAMUKU 8PEMEHHO20 psaod,
OCHOBAHHOE HA UCNONb308AHUU HAUDOee 3HAYUMBIX caApPpMOHRUKAX cneKkmpa, onpedejmem MOMEHNbl 603HUKHOBEHUA
nocneéyiomux anomanuil e2o paszeumius. B OCHOBY npoyecca 8blA6/IeHUA CYUWEeCMBEHHbIX cAPMOHUK CREeKmpa noJioasce-
HO Uccaedosanue e2o CHeKMpAaIbHOU NIOMHOCTNU MOWHOCMU C NOMOWbIo npeobpazosanus Pypve. Paspabomanmwiii
Memoo cnocoben obecneuums peulenue 3a0auu 3PHeKmuUeH020 NIAHUPOSAHUS U PACAPeOesieHUsl 3a0ay GbIYUCIU-
mejlibHo2o Kiacmepa UOﬂ C Yejiblo onmumuzayul UCNnoab306AHUsl pecypcos, YCKOPEeHUsl 6PEMEHU 8blNOJIHEHUS 3a0a4 u
COKpawjerus pacxo008 Ha 06pabomKy NPULOAHCEHULL.

KaroueBble cjioBa: makeTHBINA TpaduK, BpeMEHHBIE PAIBI, (PpaKTallbl, OalaHCHPOBKA HATPY3KH, (VYHKIIHS aB-
TOKOppeIAInu, FapMOHI/I‘{eCKI/Iﬁ aHaJIu3, HEJIMHEHHasS JUHaAMHKa.

Abstract

The article presents a description of the load balancing method for a computing cluster of a data processing
center (DPC), which is based on a probabilistic approach to proactive forecasting of packet traffic states, formed on
the basis of the results of its statistical, nonlinear and spectral analysis. The fractal properties of network traffic are
the rationale for the possibility of prediction, allow with a fairly high probability to predict the appearance of bursts
and drops in its activity at certain time intervals, identify periods of possible overload of servers and network equip-
ment, and make it possible to develop methods for effective planning and distribution of tasks within the data center,
ensuring a statistically uniform loading its functional elements. The spectral analysis of the time series is carried out
according to the normalized deviations of the actual levels from the smoothed ones. The absence of significant peaks
in the spectral estimates indicates the absence of periodic fluctuations. It is shown that the summation of cycles of
different periods of the dynamics of the time series, based on the use of the most significant harmonics of the spec-
trum, determines the moments of occurrence of subsequent anomalies in its development. The process of identifying
significant harmonics of the spectrum is based on the study of its spectral power density using the Fourier transform.
The developed method is able to provide a solution to the problem of efficient planning and distribution of tasks in a
data center computing cluster in order to optimize the use of resources, speed up task execution time and reduce ap-
plication processing costs.

Keywords: packet traffic, time series, fractals, load balancing, autocorrelation function, harmonic analysis,
non-linear dynamics.
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Introduction

The computing resources of the data center of cloud systems are implemented in the form
of server clusters and a system for distributing and balancing the load. The task of the load distri-
bution and balancing system is to implement a method that provides an approximately equal com-
putational load on the elements of the data center information system, as well as minimal data
transfer costs. The purpose of this study is to improve the efficiency of the functioning of data cen-
ters that provide information services through the use of a packet traffic management method
based on its fractal and harmonic analysis. The block diagram of the data center information clus-
ter, shown in Figure 1, contains many servers and a load balancing system that distributes requests
based on server status monitoring information.
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Figure 1. Structural diagram of the data center information cluster

One of the most important factors affecting the efficiency of data centers is network traffic
anomalies, which consist in its fractality (self-similarity), frequent bursts and drops in activity, a
cyclic component, powerful peak emissions and, as a result, system overload. Detection of such
anomalies, timely prediction of the time of their occurrence in the future, in order to take measures
to ensure the quality of service, necessitates the creation of more efficient methods for managing a
distributed system of data center clusters. It is known [1,3,5] that the properties of the scale invari-
ance of network traffic can provide, by analyzing over a short period of time, a prediction of its
behavior over longer intervals, thus ensuring the implementation of effective planning and distri-
bution of tasks within the data center, statistically uniform loading of its functional elements . A
measure of the duration of the long-term dependence of a random process, which provides the def-
inition of its fractality (self-similarity), the presence of cycles, long-term memory, and stability, is
the Hurst self-similarity parameter N. A short-term forecast of network traffic states is also pro-
vided by the Fourier transform and spectral analysis [2,4]. The main advantage of spectral analysis
lies in its ability to identify the most significant harmonics of the spectrum of the process under
study. Identification of the most significant harmonics of the time series characterizing the dynam-
ics of network traffic is based on estimating the spectral power density of the process using the
discrete Fourier transform, obtaining the complex amplitudes of the data series, and then calculat-
ing its power spectrum. This decomposition is a spectrum of network traffic dynamics. The points
of maximum values of the amplitudes of the spectrum indicate cycles of periodic oscillations of
various lengths. If we select these cycles from the general spectrum of network traffic, and then
sum them up, then we can determine the further dynamics of the development of traffic anomalies,
the time of occurrence of subsequent powerful bursts of its activity, predict the parameters of the
most probable peak load and the moments of its occurrence. This study proposes a method for dis-
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tributing and balancing the load, which improves the efficiency of the data center by solving the
problem of short-term forecasting of network traffic states in time and forming on this basis con-
trol decisions aimed at maintaining a uniform load on the data center equipment.

1. Research methodology

Experimental studies [6,9,12] confirm the fractal (self-similar) structure of network traffic.
It is known that fractal network processes have a long-term dependence, which is expressed in an
almost infinite correlation interval and makes it possible to predict its state in subsequent time in-
tervals [14]. To implement an effective load balancing system, to ensure statistically uniform load-
ing of many servers in data center clusters, it is necessary to take into account the structure and
properties of network traffic, and to predict the magnitude of possible load intensity jumps. The
solution to this problem is possible by applying a dynamically changing algorithm for distributing
and balancing the load, built on the basis of a statistical analysis of the network traffic entering the
system, assessing the degree of its fractality, Fourier series and harmonic analysis. The monitoring
data of the data center input load used to implement the control action on the load balancing sys-
tem can be represented as numerical series characterizing changes in its parameters over time.
Spectral analysis makes it possible to determine the most significant harmonics of the spectrum of
the obtained time series from all M harmonics, which are in its various samples and have the larg-
est amplitude. The periods of the most significant harmonics of the spectrum determine the perio-
dicity of the cycle. If we separate these harmonic components of the spectrum from its general dy-
namics, and then present them as a sum of cycles of different periods, then we can determine the
further dynamics of the development of the process, as well as provide the possibility of predicting
its further development. The algorithm for solving this problem includes the following steps:

1. Monitoring the input load of the data center, presenting it as a time series, determining
the degree of fractality of packet traffic using the Hurst exponent.

2. Determination using the method of least squares of the linear trend of the time series.

3. Removing a trend from the original time series.

4. From the newly formed time series, the selection of harmonics corresponding to the
highest coefficient of determination and adding them to the model of the dynamics of the time se-
ries.

5. Calculation of Durbin-Watson statistics for the presence and level of autocorrelation.
Confirmation of the acceptable quality of the regression model.

6. Definition of cycles, forecast of their development.

7. Based on the analysis of the fractal properties of network traffic, as well as data on serv-
er load, the implementation of a new load distribution.

2. Study of the Hurst exponent.

The process of network traffic entering the distribution and load balancing system of the
data center is described by the model [7,8,10]

M
Yo =Fp () +D Y +4 (1)
k=1
where F (t)is a long-term trend, trend;

Y, are the harmonics of the Fourier series;

& 1s a random variable .
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The presence of a trend in the aggregation interval of packet traffic, presented as a time se-
ries, determines the H -Hurst index, which is a characteristic of the stability of the statistical pro-
cess, an assessment of the correlation between its elements and is determined by R / S analysis.
The proximity of the parameter H to 1 determines the sufficient trend stability of the process and
the possibility of predicting the degree of its change over time. The basic formula of R / S analysis
is the expression [11]

R/S=(a-N)", 2)
where H is the Hurst exponent;

N is a sample of length N ;
S is the standard deviation of the obtained measurements;

R is the range of relations R =max(Z,)—-min(Z,);
Z,is the accumulated deviation of the series from the mean x_, ;

a is a constant;
S=YNT-3 (% —x).
i=1
Taking the logarithm of the resulting expression, we obtain
H =log(R/S)/log(N/2).
At 0,5<H <1, we have a persistent or trend-stable series. The influence of the pre-
sent on the future is described by the measure of correlation [13]
C=2""-1.
The Hurst coefficient H is a measure of the duration of the long-term dependence and de-
scribes all other fractal parameters of the process under study [15,17]:
— fractal dimension D=2-H;
— correlation parameter g =2(1-H);

— spectral index b=2H +1;
— fractal index a=3-2H.
For a self-similar process x(t)with the 0,5<H <1correlation function decays hyperbolically
[12]
2
R(K):%[(K F1) 2K (K1) .

By definition, the correlation coefficient
7(K)=R(K)/R(o)=R(K)/c*,
hence the autocorrelation function (ACF) will have the form
1

r(K):E[(KH)z“—2K2“+(K—1)2“]. (3)
The calculation of the ACF must be carried out in order to assess the nature of the decrease

in the dependence of the elements of the time series.
The numerical values of the ACF can be obtained from the formula [14]

) DIACECES 4
K== T 00 (4)

where X is the average value of the x series ;
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o’ (x)is the variance of the x series ;
K - time lag.

A slow decrease in ACF values characterizes a slowly decreasing dependence between
traffic elements. A rapid decrease in the ACF values is a sign of the stationarity of the process un-
der study. For fractal processes characterized by the properties of self-similarity and slowly de-
creasing dependence, the autocorrelation function does not vanish when t — .

For a more accurate description of the measure of the long-term dependence of a self-
similar process, inhomogeneous fractal objects, or multifractals, are used [15]. In this case, the
original time series X(t) is divided into N segments of length S and for each segment

y(t)= 3 x(t)

i=1
Function is defined

F(9)= 5 20 )

Next, find the dependence F, (S )on a fixed value g

Fq(S):{%g[Fz(s)]g};

By changing the length S of the time series, for arbitrary values of q , we find the sequence
of values F,(S). If aF, (S) seems to depend [16]

F,(S)0s",
then the time series corresponds to the multifractal set and has a long-term dependence on the
Hurst exponentsh(qg)=H.

3. Harmonic analysis.

It is known that R / S -analysis does not always give correct estimates of the Hurst expo-
nents. A method based on correlation analysis gives greater statistical accuracy. If the expression
is true

7, =k’L(k)+C,
where C—const, 0< <1,
. . . . L(tx
L(k) is a slowly changing function !m% =1,.
then such a process is described by an ACF decreasing according to a power law [12].
When describing a network process, it is preferable to use a harmonic function of the form

M M
Y =Y+ a -cos%+2bk-sinZth (5)
k=1 N k=1 N
M
where a, =£ZYt -cos@,
N & N

M
b, =%ZYt -sin Z%I(t are the harmonics of the Fourier series ;
k=1

M is the number of harmonics in the series;
N - row length.
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To describe the long-term trend of the time series, we use the function [12]
Y, = A_Lsin(z?mJ+ A, cos(%j+ A,.(6)
The period P of the trend cycle is obtained by sequentially dividing its most probable value

into equal time intervals Pand, using regression methods, we determine the coefficients

A, A,, A Next, we select the sequence of time intervals in which

1 2 .
?Z(YT—FTP(LF{)) — min.
t=1

The choice of a model that describes the long-term trend of the network process is based on
an assessment of its accuracy. Obviously, models that provide a smaller discrepancy between real
and calculated values provide greater accuracy. It is most expedient to use the following expres-
sions as indicators of accuracy [17]

.
a) difference of variancesV,, = %Z(Yt . (t))z;
t=1
.

b) approximation error A= %Z

t=1

Yt — FTP
Y,

t

¢) indicator of process determination

_ T
where Y = iZYt Iis the average value of the elements of the time series.
t=1

The theoretical number of frequencies is chosen equal to N/2 with the length of the series
equal to N. In practice, not all N/2 are required, but only some harmonic components that express
the main part of the variation of the series. To eliminate random fluctuations and possible errors in
the estimated traffic values, the resulting non-stationary time series must be additionally pro-
cessed. A possible solution in this case is to exclude its trend by smoothing the dynamics, for ex-
ample, using the centered moving average method, or second-order moving parabolas, i.e. use ab-
solute or normalized deviations of the time series from its long-term trend.

To identify regular periodic cycles that make the greatest contribution to the overall dy-
namics of the network process, we remove the trend from the time series structure. The forecast of
the periods of cycles is built by highlighting the harmonics of the spectrum of the time series with
the largest amplitudes, the formation of the corresponding model and its extrapolation. The func-
tion by which the Fourier transform of the studied time series is calculated has the form [18]

f(x)= %Jri{am cos(mxz—ﬁ}rbm Sin(mxz—ﬂﬂ’

m=1 max max
N-1
wherea, =E+ Y, cos(m@} 0<m<M;
N & N
N-1
b, =%+ ynsm(m@),OSms M;
n=0
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M is the number of harmonics of the studied series;
(x,,y,) —array of sample and values of the time series;
n=0,..,N.
It is known [14] that in order to select from all M most significant time series harmonics,
Fourier series expansion is used

M
f(x):i+z R, cosd, cos(mz—”j+ Rmsinemsin(mz—ﬁj :
2 0= N N
whereR = ./a% +bZ,

a, =R coséd,,
b, =-R,sing,.
Denoting the oscillation frequency as @, =m/N, we write the Fourier distribution in the
form

ao M
f () =?+ZRm cos(2zw,n+6,),

m=1

whereT = L is the cycle period of the time series.

W,

To obtain numerical values of the amplitude and phase of the most probable cycles of the
time series, we use the expressions [13]

A= RIS +1,2(5,)
1 (S.)

— arctg =™ ,
o, arche(Sn)

where S, is the set of frequencies of possible cycles.
Then, the cycle can be described by the expression
f,(t)=A cos(S;t+p,).
If we represent the dynamics of bursts of network traffic as the sum of a set of cyclic com-
ponents, then the periodicity of the time series will be equal to

v (t) = %‘4 f, (t)’

where D is the set of possible cycles of the series.

The sequence of stages for selecting cycles of a time series of data:

a) the choice of the initial time series and the determination of its trend using the method of
least squares;

b) subtraction of the resulting linear trend from the original time series;

c) from the resulting series, the selection of harmonics that provide the highest coefficient
of determination
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It is known [17] that for the most accurate models, the coefficient of determination should
not be less than 0.8. In this case, the correlation coefficient is close to 1;

d) adding selected harmonics to the time series model;

e) checking for autocorrelation using Durbin-Watson statistics

n 2 n
d= Z(yt ~Vis) /Z ;-
t=2 t=1
The value 1,5<d < 2,5is a confirmation of the acceptable quality of the regression model,

f) definition of short-term cycles.
The obtained dependence Y on the interval t [0, N —1] makes it possible to determine the

values Y on the intervalt e [N, N +m].

Using this approach allows you to make a reliable short-term forecast and timely inform
the data center balancing system about subsequent significant bursts of network traffic.

4. Nonlinear forecasting.
TCP packet traffic can be described not only as a simple periodic process, but also as a

process with more complex behavior and described by methods and models of deterministic chaos.
[19]. At the same time, the main method for determining the chaotic nature of this nonlinear pro-
cess is the spectrum of characteristics, consisting of n Lyapunov exponents. The signs of the Lya-
punov exponents quite reliably characterize the type of fluctuations in the studied time series. A
deterministic chaotic process is determined by positive exponents, a zero exponent determines a
quasi-periodic process, a negative exponent is a fixed point of the phase trajectory, called the at-
tractor of the system. Otherwise, all Lyapunov exponents of a deterministic process are negative or
equal to zero, while a chaotic process has at least one positive exponent. Using the chaotic proper-
ties of the studied fractal process, it is possible to construct a predictive model of its development.
The predictive models can be based on the methods of linear, non-linear forecasting, as well as
global polynomial approximation [20]. To determine the spectrum of nonlinear parameters of the
time series, there is a fairly large set of special software. For example, software packages CDA ,
Dataplore , RQA , TISEAN . The set of analysis tools implemented on the TISEAN platform pro-
vides the determination of a fairly complete range of nonlinear characteristics of a deterministic
chaotic process. In this case, the chaotic nature of the process dynamics is determined by the value
of the maximum Lyapunov exponent, which characterizes the rate of divergence of its phase tra-
jectories. To determine the Lyapunov exponent, we use the lyap program of the TISEAN package .
As a result, we obtain the dependence of the coefficient of S(&,m,An)divergence of trajectories

on time [17]

S(&,m,An)= Zln—

(s, )

ny+An — “n+An

>

SREVIEN|

where ¢ is the neighborhood of the point S, ;

m is the fractal dimension of the phase space;
An —time interval,
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U(S,, ) is the neighborhood of the point S, with radius & .

The obtained values S (&, m,An), for various An, characterize the required values of the

Lyapunov exponents.
The general model of nonlinear prediction has the form [19]

X(t+T)= 3 x(t'+T)
Unl iz,
where U _ is the neighborhood of the point x(t).
This algorithm is implemented by the programs lzo-run, lzo-test, false-nearest of the

TISEAN platform.
When using linear prediction, the algorithm [20] is used

x(t+T)=a,x(t)+b,,
> (x(Y+T)—ax(t)-b, )2 — min.
x(t')eUy,
The predictive method of global approximation is implemented by the expression [20]

S (x(t+T)=f (x(t))) - min

t
using the FNN program of the TISEAN platform .
Automation of the process of implementing the predictive model can be carried out using
the methodology described in [19], using programs for determining the value of the autocor lag .
exe , Tayler's window size selection mutual . exe , calculation of correlation dimension d 2. exe .

5. The structure of the load balancing system.

The computing resources of the data center are represented by a set of server clusters and
load balancing tools. The structure of the data center load balancing system is shown in Figure 2.
At the request of users, the balancing system generates virtual machines (VMs) with certain sys-
tem indicators. The local manager analyzes the load of the servers and places the incoming re-
quests on them. The data center monitoring system transmits the received information to the global
manager, which performs the formation of VMSs, manages the load balancing of data center server
clusters, and adjusts the system throughput according to the traffic profile. In this case, the
following tasks are sequentially implemented:

— receiving requests from subscribers for the implementation of services;

— calculation of network statistics, implementation of the forecasting algorithm;

— distribution of requests across cluster servers;

— selection of a server in the cluster capable of fulfilling user requests;

— sending requests to the selected cluster server;

— distribution of implemented software applications across cluster servers;

— formation of a set of virtual machines that implement applications;

— receiving the results of solving problems.
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Figure 2. The structure of the load balancing system

To implement the algorithm for predicting anomalies in the network load of the data center,
the information structure of the balancing system additionally includes a switch connected via the
Gigabit protocol An Ethernet network statistics database with a WireShark sniffer program based
on, for example, the WinPcap library , as well as a high-performance controller that implements a
prediction algorithm. The sniffer program captures traffic, processes it, aggregates it, forms the
required time intervals, and also captures sudden changes in the input load. The resulting level of
bursts of traffic intensity, as well as their duration, inform the forecasting system about the need to
turn on the aggregation of the response system and redistribute the data center hardware and soft-
ware at this interval. At the same time, it is obvious that the delay in the control action associated
with the process of monitoring network traffic can lead to a decrease in the efficiency of the load
distribution and balancing system. Therefore, it is necessary to carry out the formation of a preven-
tive control action, which is directly related to the implementation of the method for predicting the
possible peak load and the time of its occurrence.

Conclusion

Experimental studies of the statistical characteristics of packet traffic in modern computer
networks indicate its fractal structure, the presence of frequent bursts and drops in activity, power-
ful peak emissions, and a deterministic component. Such properties of traffic confirm the possibil-
ity of using fractal models for predicting bursts of its intensity, determining the volume of incom-
ing traffic with the required accuracy and solving, on this basis, the problems of dynamic control
of the distribution system and load balancing of data center cluster servers. The use of classical
Markov (without aftereffect) models and Erlang formulas oriented to the simplest flows to calcu-
late the parameters of the load balancing system, as a rule, leads to incorrect results that are ineffi-
cient for fractal (self similar) flows. The article presents a description of the load balancing meth-
od, which is based on a reliable, probabilistic approach to proactive forecasting of network traffic
states, formed on the basis of the results of its statistical and spectral analysis, fractality level, dis-
tribution density. The problem of short-term forecasting of packet traffic is reduced to the problem
of forecasting a discrete time series. The developed method is able to provide a solution to the
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problem of efficient planning and distribution of tasks in a data center computing cluster in order
to optimize the use of resources, speed up task execution time and reduce application processing
costs. The direction of further research related to improving the operation of cloud data centers is
to represent them in the form of dynamic systems, the use of nonlinear dynamics methods that al-
low identifying phase space attractors and providing deeper research on the impact of self-similar
traffic on performance.
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